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Abstract. The study deals with NLP procedures on the material of the fiction texts in German
and in English, which are considered as strong cultural texts. The aim of the study is to develop
a model of such a technical device to process, analyze and interpret a fiction text, which
would reveal the full potential of popular NLP tools within the corpus approach. The general
methods used in the study are analysis and synthesis. Special methods are additionally used
to solve certain specific issues: descriptive method, modelling and qualitative and quantitative
analysis. The scientific novelty lies in the fact that the authors apply the crucial principles
of the classical theories of text interpretation according to the latest methods and tools of the
applied linguistics. As a practical result, special software has been developed, which is able
to process SQL based linguistic corpora, automatically built with spaCy NLP library and
Python programming language. This software can be used for a fiction text interpretation,
as well as for compiling learning materials in Home Reading. It is assumed that the development
of special software for strong cultural texts stimulates the search for scientific solutions and
at the same time allows one to understand the essential differences that exist between natural
and artificial intelligence.
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O6paboTKa ecTeCTBEHHOrO A3blKa N XYA,0KeCTBEHHbIN TeKCT:
6a3a ANA KOPNYCHOro nccnefoBaHnNA

A.U. T'opoxkanos' ® I, U.A. I'yceiinoBa' ©, /I.B. CrenanoBa’

"MOCKOBCKHIT TOCYIapCTBEHHBIN TMHTBUCTHYECKUI YHUBEpCcUTeT, Mockea, Poccuiickas @edepayust
MUHCKHI TOCYIApCTBECHHBIN JIHHIBUCTHUCCKUIN YHUBEpCUTET, Munck, Pecnybnuxa Berapyce
Pda gorozhanov@mail.ru

AHHoTanus. PaccMaTpuBaioTcs mporenypsl 00padoTku ecTtecTBeHHOTo sizbika (NLP) mHa maTte-
pHuasie XyJq0)KeCTBCHHBIX TEKCTOB Ha HEMEIIKOM M AHTIIMICKOM SI3bIKaX, KOTOpPBIE paccMaTpuBa-
I0TCSl KaK CHJIbHBIE KYJIBTYPHBIE TEKCTHI. Llesiblo nccnenoBanus sBISETCS pa3paboTKa MOJAEIH
TAaKOTO MHCTpyMeHTa o0pabOTKH, aHATN3a U MHTEPIPETAINH XYA0KECTBEHHOTO TEKCTa, KOTO-
pBIN packpbIBall ObI BeCh MOTEHIMAN MOMYJSPHBIX HHCTPpyMeHTOB NLP B paMkax KOpPIyCHOTO
noaxona. OOMIMMH METO/IaMH, HCHOJIB3yEMBbIMU B UCCIICOBAHUU, SBIISIOTCS aHAIM3 M CHHTE3.
Juist penieHust OTACTbHBIX 3a]a4 JIOTMOJHUTEIBHO PUMEHSIOTCS ClIeIIMalibHble METObI: OIHCa-
TEJNBHBIM METOJ], MOJICINPOBAHUE M KAaueCTBEHHO-KOJMYECTBEHHBIN aHann3. HayuHas HOBM3HA
3aKJIF0YaeTCsl B TOM, YTO aBTOPHI COBMEIIAIOT OCHOBOIIOJIATAIONINE IIPUHIIUITBI «KIJIACCHYECKOW)
TEOPHH MHTEPIPETAIIMN TEKCTAa U HOBEHIIIME METO/IbI K MHCTPYMEHTBI IIPUKJIaIHON JTMHTBUCTHKH.
B pesynprare 66110 pa3paboTaHo CHEMUAIBHOE TPOrpaMMHOE oOecriedeHne, CHocoOHOE paboTaTh
C JIMHTBUCTHYECKUMH KOPITyCaMH Ha OCHOBe 0a3 naHHbIX SQL, aBTOMaTHyeck MOCTPOCHHBIMH
¢ nomorpo oudaHoTeku spaCy u si3pika nmporpammupoBanus Python. Co3manHOE TPHUITOKCHHE
MOXHO HCIOIb30BATH /I HHTEPIPETAINH Xy J0)KECTBEHHOTO TEKCTa, & TAKXKE ISl COCTABICHUS
y4eOHBIX MaTepUasoB JJIs AUCHUILINHBI «lomanrHee yTenuey. [Ipeqnonaraercs, 4To pazpaboTka
CIEIUATBHOIO MPOrPAaMMHOI0 O0eCIIeUeH I ISl CHIIBHBIX KYJIBTYPHBIX TEKCTOB CTUMYIHPYET
MONCK HAYYHBIX PELICHUI U B TO XXE BPEMs MO3BOJHT MOHITH CYIIECTBEHHBIC Pa3INyuns, Cylle-
CTBYIOLIME MEXKIY €CTECTBEHHBIM M UCKYCCTBEHHBIM HHTEIJIJIEKTOM.
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Introduction

The context of this applied study is shaped by the fields of natural language
processing (NLP), corpus linguistics and more widely — computational linguistics,
which are often overlapping each other throughout their development or related
to one other as part-to-whole [1]. In fact, today NLP and corpus linguistics are
found in increasing proportion within the same research projects, as evidenced
by numerous publications from high-rank scientific journals.

For example, NLP libraries can be used for text mining in the digital corpus
of books [2]. Fonseca et al. [3] apply NLP tools along with the linguistic corpora
based on the XML tagging, analyzing the genre compositional structure. The NLP
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tools are also used for automated text analysis of a large corpus of journal articles.
The authors come to the conclusion that ‘the creation of such corpora ... can lead
to more valid and reliable analysis of historical texts and thus contribute to the
deeper understanding of different historical eras’ [4. P. 13].

The increasing use of NLP tools by corpus researchers is understandable.
On the one hand, a linguistic corpus is a very powerful tool for language research,
especially when it comes to functional comparability and identifying differences
in the use of individual linguistic phenomena [5]. On the other hand, building
a corpus is an extremely time-consuming task that requires a large amount of human
and material resources. In addition, the linguistic corpus is not always a flexible tool.
In other words, its parameters must be determined once and for all, since it is not
practical to change the rules of the game at the moment when several million tokens
have been staked. In this regard, there arises a natural need to build a functional
linguistic corpus in a fully automatic mode, at least in order to test the parameters
one has chosen and change them quickly if necessary.

An example is our previous study, in the framework of which an original corpus
editor, a special grammatical corpus was built for E.IM. Remarque’s novel “The
Night in Lisbon”. The XML tagging was applied. The basic token of the corpus was
a sentence, in which the presence of certain grammatical features was marked: the
mood, the tense and the voice for the verbs, degrees of comparison for the adjectives,
the case for the prepositions, etc. The problem was that once the text of the novel
had been completely marked up, it would have been impossible to introduce a new
feature without having to do all the work again, sentence by sentence [6].

A linguistic corpus, as a collection of texts, reflects the phenomenon of a certain
historical period of time. However, among such texts one can distinguish the so-
called strong and weak cultural texts. Strong texts have philological vitality that
let them exist for centuries in different cultures [7]. The strong texts rightly refer
to fiction and poetry. Weak texts exist Zic et nunc; they translate current knowledge
data. These texts contribute to the development of terminological systems, as well
as the promotion of innovations and modern goods and services. In our research,
we focus on strong texts of the world culture that require analysis and interpretation.

The aim of this study is to develop a model of such a technical device for the
analysis and interpretation of a fiction text, which would reveal the full potential
of popular NLP tools within the corpus approach.

To achieve this, it is necessary to solve the following tasks:

1) to describe the potential of one of the most popular NLP libraries for the fiction
text processing;

2) to determine the corpus parameters of the research, i.e. to answer the question
to what extent the corpus approach will be applied;

3) to build a model of a technical device for creating and managing a structured
fiction text bank (corpus);

4) to develop and test a beta version of a GUI application.
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The scientific novelty of the study lies in the fact that we apply the crucial
principles of the classical theories of text interpretation in conjunction with the
latest methods and tools of the applied linguistics.

Material and Methods

The study material can be divided into two major groups. The first group
represents the linguistic material and includes the German texts of the three
novels written by Franz Kafka: “The Castle”, “The Trial” and “Amerika”, and the
English texts of Jack London’s series of stories “Smoke Bellew. Smoke and Shorty™.
So, it is what we actually study from the linguistic point of view.

Despite of the fact that F. Kafka’s novels were written almost 100 years ago,
they do not lose their relevance both in terms of the content and in terms of the
linguistic material [8—10]. The work by J. London is also still of interest to many
linguists and specialists in literature, who see great potential in the texts of this
writer for analysis and practical use in their professional fields [11-13].

The works of F. Kafka and J. London can be rightfully ranked among the strong
texts, which are able to integrate different cultural traditions of fiction. At the same
time, they represent complexity, since the software tools for their interpretation
must correspond to the uniqueness of strong texts, and ease, since these texts are
relevant for different cultures and are aimed at integrating common knowledge
among representatives of the different ethnic communities.

The second group describes several technical tools, such as Python
programming language, SQLite database, PyQt GUI library and spaCy NLP library.
It is through what we come to the study of the linguistic material. Today Python
is a leading powerful digital tool that is used not only to solve scientific issues, but
also in programming in general'. The SQLite database can be connected to stand-
alone applications, as the PyQt GUI library is a tool for creating graphical interfaces
with Python to use them beyond the world wide web. The latter is very popular and
is applied in many research projects [14—-16].

SpaCy NLP library was released about eight years ago, and now
it is a widely used toolkit for processing texts in 23 languages®. The accuracy
of the procedure is quite high, especially for the English language. However,
there are groups of researchers who are trying to improve the accuracy of the
library and compare its effectiveness with similar products: StanfordNLP,
NLTK, OpenNLP, ect. [17].

The general methods used in the study are analysis and synthesis. Special
methods are additionally used to solve specific individual issues: descriptive method
for tasks 1 and 2, modelling for task 3 and qualitative and quantitative analysis [18]
for task 4.

'see TIOBE Index for April 2023: https://www.tiobe.com/tiobe-index.
2spaCy Models & Languages: https://spacy.io/usage/models#languages.
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Theoretical Background

The field of description and interpretation of a fiction text as a branch of the
linguistics has its long tradition and is based on the works by a number of scientists.
The theoretical basis of our study is formed by the works of the representatives of the
Russian school of German studies: O.1. Moskalskaya, E.V. Gulyga, E.I. Shendels,
L.A. Nozdrina, Y.M. Kazantseva, etc. [19. P. 90-92].

The above-mentioned researchers paid much attention to the issues related
to theoretical grammar, interpretation of (fiction) texts, analysis of the elements
of philosophical and grammatical concepts as text-forming categories. In the field
of computational linguistics, the most important studies for us were conducted
by R.K. Potapova [20] and A.V. Zubov [21]. Considering the fundamental classics,
we simultaneously apply in our research the achievements of modern scientists from
the field of corpus linguistics and NLP. Thus, we will be able to combine traditional
interpretation methods with the modern software tools to achieve objective results.

In modern scientific publications dedicated to using spaCy NLP library in corpus
research, as well as to processing unordered text arrays, we can highlight several areas.
A large number of research projects are devoted to building ready-made software
solutions using spaCy [22-25]. Usually this library is used as a software tool without
making a special graphical interface, e.g., for automatic text summarization [26]
or information extraction from different file formats [27]. A slightly different way
is to develop the functionality of the library or to add new languages to it [28; 29].
Many researchers solve highly specialized tasks with the help of the library. So, Soni
and Rambola [30] use spaCy for aspect-level sentiment analysis and opinion
mining. Chantrapornchai and Tunsakul [31] present two machine learning-based
methodologies used to extract particular information from full texts about restaurants,
hotels, shopping, and tourism. Singh et al. [32] detect named entities from sentences
written in the Punjabi language’s Gurmukhi script. This list can be continued with
other relevant items. Furthermore, we rely on the results of our own research in the
field of corpus linguistics and text interpretation in which we aim to get a synergistic
effect through a combination of precise tools and mental interpretation [33; 34].

Study and Results

To solve the first task of our study, it was necessary to understand what exactly
spaCy library was able to offer for the fiction texts analysis. First of all, it should
be mentioned that the library is not a ready-made software and can be used in its
original form by Python programmers only. This condition makes its usage difficult
for a wide range of the linguists who do not have programming skills.

The most important spaCy tools are the following: sentencizer, tokenizer,
lemmatizer and morphologizer. This means that the library is able, firstly, to parse
the text into sentences and tokens. Secondly, for each of the tokens the library
determines a particular part of speech it refers to. And thirdly, for each token, spaCy
determines its morphological attributes and their values and the initial form of the
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word — a lemma (e.g. an infinitive for a verb or a singular nominative form for
a noun, personal pronoun, ect.).

At the next stage of the study, it was necessary to understand to what extent
we would use the corpus approach, and what exactly that could mean. As we have
already singled out the difficulties that are associated with creating a corpus in the
classical sense, that is, using manual mark-up. However, since we applied a corpus
approach, we determined that the tool for studying linguistic phenomena in the fiction
texts should be a linguistic corpus. As a result, we chose a linguistic corpus, created
in a fully automatic way. Nevertheless, this alone did not give an understanding
of what the corpus we needed would look like.

In fact, it was necessary to make a choice between two options: the XML mark-
up or the SQL mark-up. The first option was convenient, because the XML database
can be read by human. But in the course of our research, we came to a conclusion that
the XML files were rather “bulky” and working with them was not as convenient
as working with the SQL files, though the SQL data base for a novel was larger than
the XML database of the same fiction work.

The structure of our SQL database as a relational database can be represented
in the form of two tables: one for the sentences (Table 1).

Table 1
Database table for the sentences
ID Sentence number Sentence text
Data type integer integer text
And one for the tokens (Table 2).
Table 2
Database table for the tokens
Token Sentence Token Token part Token Token attributes
ID
number number text of speech lemma and values
Data type integer integer integer text text text text

The both tables are related through the sentence number, so for each token one
can track its sentence. The cell TOKEN ATTRIBUTES AND VALUES deserves
special attention, since the attributes and their value are listed there all at once, and
not distributed between the cells. This somewhat simplified approach can be justified
by the fact that different tokens can have a different number of attributes, so there
cannot be the same number of cells in a row for all tokens. For example, for a verb
it looks like:

Mood=Ind|Number=Sing|Person=3|Tense=Past|VerbForm=Fin

and for an adjective:
Case=Acc|Degree=Pos|Gender=Fem|Number==Sing
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The pair attribute & value 1s separated by a vertical bar without spaces.

The experimental SQL databases (like all applications mentioned in this paper
as our own) were generated automatically by a Python CLI application, which
was developed in the Laboratory for Fundamental and Applied Issues of Virtual
Education at Moscow State Linguistic University. As a basis, the TXT files of the
novels were taken, which had been previously slightly formatted.

So, we opted for Python as a programming language, SQLite as a database and
PyQtasaGUI library, not to mention spaCy as an NLP library. The main requirement
that the corpus manager was supposed to suit was that it had to be flexible. The idea
was that the developer can quickly alter it, and that related also to the graphical user
interface. Here we relied on the concept of rapid application development (RAD)
that ‘has become a major trend in the field of software development’ [35. P. 1].

To meet these requirements the graphical shell of the corpus manager had
to be developed in a separate file, as a Python class, and all programme logic was
included into the main Python programme file, in which the graphical class was
imported as a module. The graphical shell was created in Qt Designer, which
generated Python class code automatically. From this file the developer got GUI
objects names to refer to them in the main file. As a result, we were able to make
changes to the graphical shell (location of objects, colours, etc.) without having
to modify the main file.

Having determined the structure of the linguistic corpus and the methodology
for its development, let us turn to the programming logic as a set of functions in the
main file, which are expected to perform specific tasks, e.g., clear the output area
or close the application.

These tasks are the following:

1) open anew linguistic corpus;

2) output a frequency list of all lemmas, from the most frequently used to the least
frequently used;

3) output the given sentence in the context of several sentences;

4) output all sentences containing the given lemma;

5) output all sentences containing the given list of lemmas (e.g. ‘Dorf”, ‘Schnee’,

‘kalt”);

6) output all sentences containing the given token;
7) output all sentences containing the given list of tokens (e.g. ‘Dorfes’, ‘Schnee’,

‘kalten’);

8) output all sentences containing the given part of speech;

9) output all sentences containing the given parts of speech (up to three parts
of speech);

10) output all sentences containing the given morphological attributes of the tokens

(e.g. the tense or the person, up to three attributes);

11) output all sentences containing the given values of the morphological attributes
of the tokens (e.g. the past tense or the 1% person, up to three values);
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12) output all sentences after the manual request according to the SQL rules (e.g.

SELECT * FROM tokens WHERE id > 1 AND id < 30);

13) complex request — output all sentences containing the given morphological
attributes with the given values (up to three attribute & value pairs);

14) complex request — output all sentences containing the given part of speech
with up to three given attribute & value pairs;

15) complex request — output all sentences containing the given lemma with
up to three given attribute & value pairs;

16) complex request — output all sentences containing the given token with
up to three given attribute & value pairs.

Moreover, a number of technical parameters had to be taken into account
to make the interface more friendly. This mainly concerned the activation and
deactivation of the GUI objects or widgets. For example, one may not press the
request button until a new linguistic corpus is opened.

It was assumed that the basic language of the corpus manager would be Russian.
The translation of the interface into other languages would be possible.

According to the parameters of the model we have built the following graphical
shell (Figure 1):

Ty sopnyc: ] mkn up L) cme wyuT
mn nan o - ] mien upm s

] BN nem ] BKN ATP  Aspect

[ BKN TeH ] Bl 3+

Fig. 1. Graphical shell for the corpus manager
Source: compiled by the authors.

The menu bar is located at the top of the main window followed by the settings
block with the Engage button at the bottom. Then the output area is situated. The
most complex part is the settings block, which contains multiple check boxes that
activate or deactivate related widgets. Other objects are Qt spin boxes, Qt combo
boxes, Qt line edits, Qt push buttons and a Qt label.

To start working with the corpus manager the user must open a new linguistic
corpus in the File > Open Corpus menu (@aitn > OTkpbITh Kopryc). The number
of sentences and tokens in the current data base appears in the top left corner
(e.g. Texymmii kopmyc: amerikasql.db 4025 / 100230). Then the Engage button
(IToexanu!) becomes active, and a request can be launched. To output the given
sentence in the context of several sentences one can switch on the sentences check
box (BKJI IT/IJT) and input a number into the Qt spin box. The result appears in the
output area. The programme is configured in such a way that the context includes
five sentences before and five sentences after the given sentence.
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To get the frequency list the user can click the 7ools > Frequency list menu
(UucTpymenTsl > YactoTHbill ciucok). For example, from “Amerika” we get the
following (ten first lines are listed):

,: 8844

der : 6819

ich : 5593. : 3450
doublequote : 2997
und : 2476

sein : 1933

sich : 1855

haben : 1260

Karl - 1211

Here we see the so-called raw sorting according to spaCy rules, since there are
also punctuation marks among the tokens. However, at position ten we notice the
name of the main character Karl. All simple requests function in a similar way. The
user switches on the checkbox, enters the data and gets the result. For the manual
request two options for the beginning of the request text are foreseen: SELECT *
FROM sents WHERE and SELECT * FROM tokens WHERE. The user needs to add
the necessary parameters only. To clear the output area one should click the View >
Clear the area menu (Bun > Ounctuts nosie). The output area is an editable object,
so the text can be easily copied from it with the hotkeys.

The complex requests are a little trickier. If one switches on a few checkboxes,
enters the data into the appropriate input widgets and presses the Engage button, the
programme performs all requests one by one as a simple sequence. To activate the
complex request as a special procedure the corresponding checkbox in the top right
corner (CBK YUT) must be activated. After that four options become available.

It CBK VYT & BKJI ATP & BKJI 3HY are checked and other checkboxes are
unchecked, the programme selects the sentences that contain tokens with the given
morphological attributes and values. For example, for the request Degree=Cmp & Case
Dat in the demo corpus, which consists of 29 sentences, one gets the following result:

[,Degree’, ,Case’] : [,Cmp", ,Dat’] : zum (Case=Dat); lzbernachten (Case=Dat); friiheren

(Degree=Cmp) : 19 : ,,Und man muf; die Erlaubnis zum Ubernachten haben?* fragte K., als

wolle er sich davon iiberzeugen, ob er die friiheren Mitteilungen nicht vielleicht getrdumt hditte.

Toxenos: 3/0 (Tokens: 3/0)

Ipeonooicenuii: 1 (Sentences: 1)
Ipeonooicenuii sceco: 29 (From Sentences: 29)

Here we receive sentence number 19 only, which includes tokens that match the
request: the comparative degree (of adjective) and the dative case (of the preposition
and the noun). Statistics are displayed at the end of each output. In this case it is the
number of the tokens and sentences found and the total number of sentences in the
corpus. 3/0 means that three tokens are found totally, but no token meets all the given
parameters. Obviously, an adjective friiheren can stay in the dative case, but in this
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sentence it is used in the accusative case. Therefore, if one changes the request and
inputs Degree=Cmp & Case Acc, one gets the following result:

[,Degree’, ,Case] : [,Cmp", ,Acc] :ihre (Case=Acc); Sessel (Case=Acc), besser (Degree=Cmp)
: 12 : Die Bauern waren auch noch da, einige hatten ihre Sessel herumgedreht, um besser
zu sehen und zu héren.

[,Degree’, ,Case’] : [,Cmp", ,Acc’] : die (Case=Acc),; Erlaubnis (Case=Acc); sich (Case=Acc);
die (Case=Acc); friiheren (Degree=Cmp); friiheren (Case=Acc); Mitteilungen (Case=Acc)
2 19 ¢ ,,Und man muf die Erlaubnis zum Ubernachten haben?* fragte K., als wolle er sich
davon iiberzeugen, ob er die friiheren Mitteilungen nicht vielleicht getrdumt hitte.

Toxenos: 10/1 (Tokens: 10/1)

Ipeonoorcenuir: 2 (Sentences: 2)

Ipeonooicenuii ececo: 29 (From Sentences: 29)

This time two sentences match the parameters, and one token has Degree=Cmp
& Case=Acc. The second complex request is CBK YUT & BKJI YP & BKJI ATP &
BKJI 3HY. The checkboxes must be set as shown below (Figure 2):

Bain MHCTpyMenTe Bua Momouls

Tewywsmi wopnye: schicsskiein.db 29 f 562 =] Bxn up [=] cBk yut

[] Bkn nan 1 : [ sknueM aDa
[] ekn nem =] BKN ATP  Case
[] kN TRH [=1 BKA 314 Acc
] Bkn p3 SELECT * FROM tokens WHERE Id=3 AND id<20
Moekanil
[ADD [“(‘a:te] [FAcc’] i groBe] : 3 \l’un 5(.' |uﬂbwg vl'u‘:‘s nichts 1, Nebel und Finsternis umgaben ihn, auch

nicht der schwichste Lichtschein deutete das grofe Sc
: nge stand K. it e .+ elbe von der | Fum Daorf fahrte,

[ADI : [*Ca r.lan‘ das ohne graflic ne Erlaubnis
b clier Ertaubnis zum Obernachten haben?™ fr ragte K., als wolle er
sich davon dberzeugen, ob er die fritheren st g n nicht viellelcht ucuaurm histte.

Takernon:
n:u:n.nomeuuﬁ 4
MERANGREHNR BEETo: : 29

< @ yuer MP 4 arg ¥ + ADJ ['Case’] ['Ace’]

Fig. 2. Output for the request CBK YYT & BKJT YP & BKJT ATP & BKJ13HY
Source: compiled by the authors.

In this case only one part of speech can be selected, but all three attribute &
value pairs are available. As it can be seen from our example, the programme has
found sentences where the adjectives stay in the accusative.

The third and the fourth complex requests are CBK YUT & BKJI JIEM & BKJI
ATP & BKJI 3HY and CBK VYT & BKJI TKH & BKJI ATP & BKJI 3HY. The
difference between them and the second complex request is that instead of a part
of speech, a lemma and a token are selected, and all three attribute & value pairs
are also available. In the case of lemma one can find all occurrences of a word
in particular forms. For example for lemma=stehen & attribute=Number &
value=Sing the output can be like this:

[stehen : [, Number'] : [,Sing’] :: stand] : 4 : Lange stand K. auf der Holzbriicke, die von der
Landstrafle zum Dorf fiihrte, und blickte in die scheinbare Leere empor.

[stehen : [[Number‘] : [,Sing] :: stand] : 11 : Ein junger Mann, stddtisch angezogen, mit
schauspielerhaftem Gesicht, die Augen schmal, die Augenbrauen stark, stand mit dem Wirt
neben ihm.
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In such a way one can separate homonyms from each other. For example, for
the English square one can get the following output by the simple lemma request (J.
London’s corpus):

[square] : square : 2848 : “I'm going to have a square meal before I start,” Smoke said.

[square] : squared : 3100 : Smoke squared his shoulders and laughed non-committally.

[square] : square : 6758 : “A square deal!”

[square] : square : 6990 : He’s got about twenty thousand square miles of huntin’ country

here all his own.
[square] : square : 7288 : An’ he croaked one square through the chest.”

But for the request lemma=square & attribute=Tense & value=Past one gets
the verb squared only, and for lemma=square & attribute=Degree & value=Pos the
result will include three sentences with the adjectives. To get the noun the request
combination should be lemma=square & attribute=Number & value=Sing, because
spaCy does not assign number to the English adjectives.

Discussion

Thus, we have clearly stated that the GUI application operates within the given
parameters. Now it is necessary to evaluate critically the benefits of the work that
has been done and identify the fields, in which the created tool could be effectively
applied. First of all, it may be used for the fiction texts interpretation. Let us give
some examples.

Using the simple lemma request one can easily calculate the concentration
of the modal verbs (miissen, sollen, konnen, diirfen, wollen, mogen) among the
sentences in the given fiction work. We identify this parameter as the author’s
modal fingerprint, because it tends to be unique for every writer. Therefore, for
Kafka’s novels the concentration factor is equal to 30.7 % (“The Castle”), 31.8 %
(“The Trial”), 31.7 % (“Amerika”), that is, they are almost identical.

We can also consider the grammatical category of the person in the novel “The
Castle”. The distribution between the 1%, 2" and the 3™ person in the novel is the
following (Figure 3):

Distribution (person, %)
90
80
70
60
50
40
30
20
< -
0

1st person 2nd person 3rd person

Fig. 3. Distribution between the 1st, 2nd and the 3rd person in“The Castle”
Source: compiled by the authors.
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If we hypothesize that such a distribution may influence subconsciously the
reader’s perception of the novel, then these data contribute to the explanation, how
the idea of alienation is expressed at the linguistic level.

The distribution between the tokens in the present and in the past allows one
analyze the temporary structure of a fiction text. Not to mention the fact that one
can get the contexts of the author’s use of the certain language units or phenomena.

To be just, let us note that the critical point of using raw NLP libraries is that
one always has to take into account the possibility of an error, which can lay, in our
opinion, up to 20 %.

An automatically generated tool can serve as a basis for more complex and
advanced corpus research. If one alters slightly the proposed database structure
by putting extra cells into the rows of the sentence and token tables, one could
additionally mark up the corpus units, e.g., semantic or stylistic features. This would
greatly enrich the analysis and open new prospects for the research.

From the point of view of linguodidactics, the proposed software may also
be applied as a tool for compiling textbooks in such a complex discipline as Home
Reading. Learning materials for it should contain various exercises, including
grammatical training of certain phenomena, but based on the given fiction work
text. For example, if one needs to study the construction would + infinitive, one can
easily find sentences that contain it, applying a simple token request, and gets the
following output (J. London’s corpus):

[would] : would : 219 : He had not dreamed the invitation would be accepted.

[would] : would : 253 : Despite the fact that the Indian packers had jumped the freight from

eight cents a pound to forty, they were swamped with the work, and it was plain that winter

would catch the major portion of the outfits on the wrong side of the divide.

[would] : would : 277 : She was dressed as any woman travelling anywhere would be dressed.
ect.

The most interesting is the combination of several grammatical features in one
sentence. For the German grammar it may be, e.g., the reflexive verbs and indefinite
pronouns (“Amerika”):

[ Reflex’, ,PronType’] : [Yes', ,Ind‘] : 1575 : Wir haben ihm unser Vertrauen geschenkt,

haben ihn einen ganzen Tag mit uns geschleppt, haben dadurch zumindest einen halben

Tag verloren und jetzt — weil ihn dort im Hotel irgend jemand gelockt hat — verabschiedet

er sich, verabschiedet sich einfach.
ect.

Using various request options, the author of the learning materials can achieve
the results he or she needs.

Conclusions

Let us conclude that an attempt to systematize and automate the work with
linguistic corpora makes it possible to solve not only clearly defined and specific
research tasks, but also opens the prospects of partial automation of the fiction texts
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interpretation. The partial automation of this procedure makes it possible to solve
some particular research problems of the corpus linguistics. For example, the
analysis of the gender factor, realized through the systematic use of the lexical and
grammatical means.

Our research has yielded positive results. We have described the potential
of spaCy NLP library for the fiction texts processing. The strengths of the
library are its sentencizer, tokenizer, lemmatizer and morphologizer, though
an error can reach up to 20 %. The corpus parameters of the research have
been determined. The language material has been organized as an SQL based
linguistic corpus, what contributes to building a model of a technical device
for creating and managing a structured fiction text array. Finally, we have
developed and tested a beta version of a GUI application that is able to process
several types of requests.

The development of special software for the fiction texts processing
stimulates the search for scientific solutions and at the same time allows one
to understand the essential differences that exist between natural and artificial
intelligence.
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