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Abstract. Information construal in cinematic discourse employs different semiotic modes;
meanwhile, their variance is yet to be explored. The study is aimed at exploring spatial event
construal in the language and image modes of science documentaries. We hypothesise that
three major event types — environmental events, human-environment interaction events and
interpersonal interaction events — employ different spatial construal patterns in language and
image, which results from mode allowances and constraints. To verify the hypothesis, we use
spatial image schema topology while identifying the image schemas in the lexical and grammatical
structure of language and in the layout of the objects, the manner of their movement and interaction
in image. The research data include 353 events in single clauses and in shots extracted from two
English-language science documentaries. The results show the prevalence of the source-path-goal
schema in both semiotic modes, which consequently prevents it from differentiating between event
types both within and across the modes. The schemas scale, straight, and near-far display a tendency
to differentiate between events; however, no significant distinctions were observed, presumably due
to the ontological nature of events as well as the semiotic characteristics of the modes. Additionally,
the study reveals that spatial construal of events can follow parallel alignment, commonly with
the schemas source-path-goal, contact, near-far, and complementary alignment with the schemas
centre-periphery, scale, up-down, front-back, straight, left-right, which reflects a complex nature
of inter-semiotic relations in cinematic discourse. The findings of the article contribute to the
understanding of event construal in the multimodal discourse of science documentaries.
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Annortauusi. KoncrpyupoBanue nHpOpMaLUU B KHHOAMCKYPCE NMPOUCXOAMUT C y4acTHEM pas-
HBIX CEMHOTHUYECKUX MOAAIBHOCTEH, TP 3TOM OCOOCHHOCTH WX BapbHPOBAHUS N3YUEHBI C1a00.
HccnenoBanue HanmpaBieHO HAa M3yYEHHE OCOOCHHOCTEH NMpe/CcCTaBICHUS COOBITHH B TEpMUHAX
IPOCTPAHCTBA B A3BIKOBON M BU3YaJIbHON MOJATBHOCTSAX HAYUYHO-TIOMYJIAPHBIX JOKYMEHTAIBHBIX
¢mpMoB. I'nnoTe3a McciaeoBaHUs 3aKJII0YAaeTCs B TOM, YTO TPH OCHOBHBIC THIIA COOBITHS —
OKpYy2KaroIel cpe/ibl, B3aUMOJCHCTBHS YeTI0BEKA U OKPY KAOLIEH cpeabl, B3aUMOAEHCTBUS JIIOeH
MEXy co00W — 3aJIeliCTBYIOT pa3Hble BO3MOKHOCTH KOHCTPYMPOBaHUSI MPOCTPAHCTBA B SI3bI-
K€ ¥ M300pakeHUH, 9TO 0OYCIOBJIEHO BOSMOXXHOCTSIMH U OT'PaHUYEHUSMHU MojanbHOCTel. s
MIPOBEPKH 'MIIOTE3bI UCIIOIB3YETCsl METOJ] aHAJIM3a 00pa3-cXeM MPOCTPAHCTBEHHBIX OTHOLICHUH,
KOTOPBIE ONPEAETAIOTCS B IEKCUUECKON U TPaMMaTHYECKOM CEeMaHTHKE S3bIKa M B PACIIOJIOKEHUH,
JIBIKCHUH W B3aMMOJCHCTBHU O0BEKTOB B M300pakeHWH. MaTepraioM aHadu3a SBISIOTCS 353
COOBITHS, COOTHECEHHBIE C KJIay3aMU B SI3bIKE M C KaJipaMH B N300pPaKCHUH B JBYX aHTJIOSN3bIY-
HBIX HAYYHO-TIOMYJISIPHBIX (uibmax. beuio ycranosneno, uro oopaz-cxema MICTOUYHUK-ITY Th-
LEJIb mpeBanupyeT B 000MX MOIyCax, 9TO HE Aa€T € BOSMOKHOCTH 3HAYUMO Pa3IHMIaTh THIIBI
coObITHil BHYyTpH 1 Mexay Moxycamu. Cxemsl LIKAJIA, ITPSIMO, BJIIMKE-AJIBIIE nemon-
CTPUPYIOT HEKOTOPbIE TeHICHIIMH B Pa3rpaHHUUSHUH TUIIOB COOBITHIA, OJJHAKO 3HAYMMBbIC Pa3IHUU s
He ObUTH 0OHAPYKEHBI, YTO OIPEAEIICHHO 00YCIOBJICHO OHTOJIOTMUECKOI TPUPOA0H HHTEPIPETH-
PYEMBIX COOBITHH, KaK I CEMHOTHUYECKUMH XapaKTEPUCTUKAMU CaMHX MOJYCOB. Takke BBISBIIC-
HO, YTO KOHCTPYHPOBAHHUE MPOCTPAHCTBEHHBIX OTHOIIEHHH B COOBITHUSX SI3bIKA M U300paKCHU s
MOJKET MIPOUCXOIUTH MApaJIIeNBbHO (C ucmonb3oBanneM oopas-cxem MCTOUHUK-ITY Th-L{EJIb,
KOHTAKT, BJIMKE-JAJIBIIE) u xomruiemMeHTapHO (C ucrnosib3oBaHueM obpas-cxem LIEHTP-
[MEPUDEPH S, HIKAJIA, BEPX-HU3, CITEPEAU-TIO3A AN, TTPSIMO, CJIEBA-CITPABA), uto
OTpaXkaeT CIIOKHYIO NMPHPOLY MEKCEMHOTHYECKHUX CBA3eH B KHMHOAUCKYypce. BBIBOIBI cTaThm
CIocoOCTBYIOT OoJiee IiTyOOKOMY HOHMMAHHIO KOHCTPYHUPOBAHHSI COOBITHH B MYJIBTUMO/IATILHOM
JIUCKYypCe HayYHO-JOKYMEHTaJIbHBIX (DUIIBMOB.

KuroueBble cjioBa: MyIbTHMOAAIBHOCTh, CEMHOTHYECKAas MOJAIBHOCTb, S3BIK, H300pa)KCHHE,
o0pa3z-cxema, KOHCTPYHUPOBAaHHE IPOCTPAHCTBECHHBIX OTHOIICHNH, HAYIHO-TIOMYJISIPHBINH KMHOANC-
KypC, JOKYMEHTAIbHbIH (HHIbM

3asiBiIeHHE O KOH(l)JII/IKTe HHTEpPECoB: ABTOpI)I 3asBJISIOT 00 OTCYTCTBHUU KOH(l)J'H/IKTa HUHTEPECOB.
Bruaan aBTOpPOB: Bxnang ABTOPOB paBHO3HA4YCH HAa BCEX dTallax UCCJICAOBaHUA.
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Introduction

Multimodal studies of cinematic discourse which commonly address
the functional structure of semiotic modes [1-3] have lately incorporated the
methods of cognitive and discursive paradigms, which have allowed linguists
explore the cognitive organisation of cinematic discourse [4—6]. One of the key
directions in the cognitive studies is event construal analysis aimed at revealing
the cognitive network of referents, their actions and states within the semiotic
mode framework in cinematic discourse [7-9]. As shown in [4; 6; 10; 11], event
construal is predominantly affected by the spatial relations of referents, which
modulate mode alignment, or the synchronised use of semiotic modes. Meanwhile,
we expect that spatial relations in cinematic discourse and their manifestations
in the semiotic modes of language and image are maintained by different event
types in cinematic discourse. Therefore, in this study, we address spatial relations
in multimodal popular science documentaries displaying a complex event structure
integrating several event types: 1) environmental events (Event Type 1); 2) human-
environment interaction events (Event Type 2); and 3) interpersonal interaction
events (Event Type 3). Presumably, these three event types display significant
differences in presenting the spatial relations of referents, their actions and states
in popular science documentaries. Additionally, we expect that their distribution
in the semiotic modes of language and image will also be modulated by the event
type. Methodologically, the research is grounded in image schema theories, which
help explore the event construal process as a series of mental models displaying
different degrees of embodiment [12; 13], and also in the discursive theories of spatial
relations construal in different semiotic modes of cinematic discourse [4; 6].

The research data are taken from two scientific documentaries in English.
The research questions which the paper advances, are primarily the following:
1) What spatial relations schemas are able to differentiate between different event
types across both language and image modes? 2) How are spatial relations schemas
in both modes related to each other? Following the studies which claim that semiotic
modes display different discourse construal potential [14; 11], we hypothesise that
1) there are significant differences between the image schemas of spatial relations
in construing three types of events in (a) the language mode and (b) the image
mode; i) the language and image modes are related through both parallelism and
complementation of image schemas of spatial relations.

The paper is structured as follows: First, we present the Theoretical Framework
focusing on the background of analysing spatial relations applying to image schemas
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as well as the studies treating inter-semiotic relations in multimodal discourse.
Second, we introduce the Methods and Procedure of a multimodal analysis
of spatial relations in cinematic discourse. Next, the Results and Discussion are
presented, which specify 1) the most common image schemas of spatial relations
construing the events in both modes, 2) the patterns and trends in the way image
schemas differentiate between the three event types, and 3) the type (s) of relations
between the two modes in the way they construe events with image schemas. In the
Concluding Remarks section, we identify the research output and the prognostic
prospects of its results.

Theoretical Framework
1. Image schemas of spatial relations

Since image schemas are seen as arising from our sensorimotor experience
with the world, they are not restricted to any one perceptual mode, being “at
once visual, auditory, kinesthetic, and tactile” [12. P. 349]. Image schemas may
be viewed as generalisations over perceived similarities [13. P. 526]. Diachronic
lexical-semantic changes of a word could be explained by the underlying image
schemas [15, P. 107; 16; 12; 17], which direct the lexical-semantic development
into extended meanings through metaphorical projections while simultaneously
restricting it [17]. This tendency affects not only lexical units but also, importantly,
grammatical features [18; 19. P. 325] whereby, for example, in the heart of any
preposition lies a highly abstract conceptual structure [20; 21] which in many cases
is based on spatial relations [10; 22].

Image schemas are commonly defined through their spatial characteristics and
“consist of dynamic spatial patterns that underlie the spatial relations and movement
found in actual concrete images.” [12. P. 356]. Mandler and Canovas [13] differentiate
between three types of cognitive structure: spatial primitives, image schemas, and
schematic integrations, where image schemas are “simple spatial stories” built from
spatial primitives as conceptual building blocks and both are used to create concepts
with non-spatial elements in schematic integrations [13. P. 510-511]. Image schemas
are encoded by spatial representations which have a “geometric (or even quasi-
topological)” character [23. P. 9], are not propositional and not limited to a certain
point of view. This leads to their inherently relational character. It has been observed
that most space schemas establish relations between figure and ground, thus creating
such oppositions as near-far or up-down [24-26].

Talmy [26] speaks about material entities revealing three types of spatial
properties both in themselves and in relation to other material entities: a) spatial
properties of a single object or mass of material in itself; b) spatial properties
of one material entity in relation to another; c) spatial properties within a set
of material entities as an ensemble [26. P. 436—438]. The first set of properties could
be expressed by image schemas of a basic kind, such as object, whereas the third
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group of properties is closely associated with image schemas belonging to the group
of unity-multiplicity, e.g. part-whole or count-mass. The second type of spatial
properties is the one that comes closest to describing the relations construed by the
image schemas of spatial relations. Clausner and Croft [27] list the following space
image schemas: up-down, front-back, left-right, near-far, centre-periphery, and
contact, while the schema path belongs to the group of scalarity [27. P. 15]. Among
other schemas, Evans [29] includes straight [28] and verticality, while source-path-
goal, in his view, belongs to the group of locomotion [29. P. 108]. Hurtienne and
Blessing [30] take Clausner and Croft’s list but introduce the schema path into
it, as well as the schema scale.

Therefore, for the analysis in this paper, we consider the following most
frequently addressed image schemas of spatial relations: source-path-goal, centre-
periphery, contact, scale, near-far, up-down, front-back, straight, and left-right.

2.1 Image schemas in different semiotic modes

The multimodal character of image schemas allows for research into their
characteristics within and across semiotic modes in a given multimodal discourse.
Image schemas have been discussed in relation to visual [e.g. 7; 8], audiovisual
discourses [e.g. 31; 32; 33; 5] with particular focus on spatial relations in [6; 4; 10].
The relations between language and image have been studied in terms of logico-
semantic relations borrowed from Systemic Functional Grammar [34; 11]. Studying
a multimodal discourse (language and static image) through the ideational,
interpersonal and textual meta-functions, Royce [14] concludes that the relationship
between the two modes is that of inter-semiotic complementarity, which is synergistic
in nature [14. P. 27].

Particularly important for this paper is the analysis of multimodal
scientific texts by Lemke in [1], where he relates the three meta-functions to the
semiotic functions: presentation of a state of affairs (ideational meta-function),
construction of an orientational stance towards a state of affairs (interpersonal
meta-function), and construction of a system of organisational relations (textual
meta-function) [ibid.]. The meanings derived from different semiotic modes
in a scientific text may not only be multiplied but are essentially made by the “joint
co-deployment” of these modes [ibid. P. 110]. These are partly shaped by the
affordances of each semiotic mode, where image represents events in a way that
manifests their topological and dynamic character, including their suitability
to represent spatial relations, while speech is more appropriate when representing
“sequential relations and the making of categorical distinctions.” [11. P. 153].
Liu and O’Halloran [3] state that language and images complement each
other across the expression, content and context planes. At the same time, the
authors introduce two more cohesive mechanisms in a multimodal discourse:
inter-semiotic parallelism and inter-semiotic polysemy, where the former
“interconnects both language and images when the two semiotic components
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share a similar form,” and the latter “refers to the cohesive relation between
verbal and visual components which share multiple related meanings in multi-
semiotic texts.” [ibid. P. 372]

The grammar-based approach to the study of image-language relations
derives from the extrapolation of the relations between clauses in language
to inter-semiotic relations, whereby their relative status may be equal
or unequal [35]. In the case of equal status, language and image may
be independent, where “there are no signs of one modifying the other,” and
complementary, where “an image and a text <...> modify one another.” [ibid.
P. 343] If language and image are unequal, one of them is dependent on the
other, resulting in “image subordinate to text” and “text subordinate to image”
relations [ibid.]. The discourse-based approach [3] discusses the inter-semiotic
relations of comparison, addition, consequence (including consequence and
contingency), and time. Martinec and Salway [35] also suggest employing the
logico-semantic relations proposed in [34], including expansion (elaboration,
extension, enhancement) and projection. Analysing different studies of semiotic
characteristics of multimodal texts, Kiose [36. P. 70—71] distinguishes between
the following types of alignment patterns between semiotic modes: (a)
complementary alignment, where the two systems present different information;
(b) parallel alignment, where both systems convey the same information; and/
or (c) mutually reinforcing, where the characteristics of one mode increase the
activity of the other. Since all the aforementioned studies refer to two distinct
mode alignment patterns, parallelism and complementation, in this study
we will adhere to this generalised view to explore the inter-semiotic relations
between the language and image modes.

Multimodal study of spatial relations in film:
Methods and procedure

To identify the distribution of image schemas of spatial relations in the
construal of three types of events, we followed a series of steps. The research data
were extracted from exposition scenes in two science documentaries, “Pop! The
Science of Bubbles” (2013) and “Secrets of the Super Elements” (2017), comprising
194 clauses (286 autosemantic words, each of them tagged) manifesting 194 events,
and 274 synchronised shots manifesting 159 events.

In Step 1, we identified the types of events in language and image based
on the nature of entities and their interaction. Environmental events (Event Type
1) involve objects of the world, their relation and interaction as detached from
an observer; 2) human-environment interaction events (Event Type 2) describe
interactions between man as a cogniser and the environment as a cognised
entity; and 3) interpersonal interaction events (Event Type 3) deal with events
occurring in communicative situations between people. To identify the event type,
we considered the components of each clause and each shot.
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In Step 2, we explored event construal in the language mode, including
an etymological analysis of each autosemantic word within a clause, which allowed
us to identify the diachronically traced meanings of their composite parts (root
and affixes). This approach is based on the assumption that the overall meaning
is motivated by the sum of the meanings of the constituent parts as well as the
emergent meaning. Step 3 involved an analysis of the relevant definitions from
modern dictionaries as well as the contextual meanings of words, which allowed
us to specify the image schemas.

In Step 4, we determined the image schemas of spatial relations in the image
mode, where the main focus was placed on the layout of the object(s) on the screen,
including the manner of their movement and interaction with each other.

In Step 5, the synchronised units from language and image (with the
identified schemas) were put together to conduct statistical analyses, which allowed
us to determine the tendencies in event construal and patterns of alignment between the
two modes. The initial results were processed using the HETEROSTAT software [37]
to provide quantitative data for further analysis. It should be pointed out that the
quantitative data were subjected to analyses in both total co-occurrences (reflecting
the overall number of instances) and in pairwise co-occurrences (marking only the
presence/absence of a given image schema in a clause or shot) using Chi-square tests.

Below is an example of the procedure.

Step 1. The clause ‘These little things are full of secrets and surprises’ (Pop!
The Science of Bubbles, 2017) presents an environmental event and a human-
environment interaction event in language, accompanied in image by a depiction
of the presenter/scientist alternately looking at the object of her research (bubbles)
and at the camera, thus exemplifying all three types of events: an environmental
event (bubbles moving up in a liquid), an interpersonal interaction event (a scientist
looking at the object of their research), and a human-environment interaction event
(a presenter/scientist looking at the camera, thus addressing the viewer).

Steps 2 and 3. The events are construed through the following image schemas
in the language mode:

1. The adjective little, meaning ‘not big; small; smaller than others’, has its origins
in OFE /[jtel, related to [yt ‘little or few’ from Proto-Germanic */iiti; the word
is ultimately related to IE */eud ‘to depress, reduce’ thus making apparent the
meaning of scalarity (image schema scale)',?.

2. The noun thing is defined as ‘an object whose name you do not use because
you do not need to or want to, or because you do not know it; an object
that is not alive in the way that people and plants are’. In the definition

"' Onions, C.T., Friedrichsen, G.W.S. & Burchfield, R.W. (Eds.). (1966). The Oxford dictionary
of English etymology. Vol. 178. Oxford: Clarendon Press. P. 532.

?Barnhart, R.K. (Ed.). (1988). Barnhart Dictionary of Etymology: H.W. Wilson Co., 1988. P. 603.

> Oxford Learners’ Dictionaries. URL: https://www.oxfordlearnersdictionaries.com/definition/
english/thing?q=thing (accessed: 28.03.2024).
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of the Cambridge Dictionary, the meaning of approximation is emphasised,
as in ‘used to refer in an approximate way to an object or to avoid naming it’
or ‘used to refer in an approximate way to an idea, subject, event, action, etc.’*
Etymological entries for the word thing trace its roots to OE ping meaning
‘meeting, assembly’ (now obsolete), which developed through conceptual
metonymy into ‘entity, being, matter’ (‘subject of deliberation an assembly’),
as well as ‘act, deed, event’®, ¢,7. There have also been suggestions that the
word may have meant ‘day of assembly’, from a base meaning ‘stretch
or extent of time’, related to IE *fenk ‘to draw out, or draw together’, °. The
image schemas evoked by the word thing are contact, centre-periphery, and
source-path-goal.

3. OALD provides the following relevant definitions for the adjective full:
‘containing or holding as much or as many as possible; having no empty space;
having or containing a large number or amount of something/somebody;
to the highest level or greatest amount possible’'’. Etymologically, the word
derives from OE full, ultimately related to IE *p/nés from IE *pol-, *pel-,
*pl- in words expressing fulness or abundance!!, 2, *. The image schemas
to be distinguished here are centre-periphery and scale.

4. The Oxford Dictionary of English Etymology gives the following definitions
of the preposition of: “expressing removal, separation, derivation, origin,
source, spring of action, point of departure in time, cause, agent, instrument,
material.”'* The preposition comes from OE of, from CGerm adverb and
preposition *ab (a) deriving from IE *ap, *apo meaning ‘away from, down
from’". In modern English, the first meaning attributed to this preposition

* Cambridge Dictionary. URL: https://dictionary.cambridge.org/dictionary/english/thing (accessed:
28.03.2024).

3 Onions, C.T., Friedrichsen, G.W.S. & Burchfield, R.W. (Eds.). (1966). The Oxford dictionary
of English etymology. Vol. 178. Oxford: Clarendon Press. P. 917.

®Barnhart, R.K. (Ed.). (1988). Barnhart Dictionary of Etymology: H.W. Wilson Co.P. 1134.

7 Online Etymology Dictionary. URL: https://www.etymonline.com/search?q=thing (accessed:
28.03.2024).

$Barnhart, R.K. (Ed.). (1988). Barnhart Dictionary of Etymology: H.-W. Wilson Co.P. 1134.

° Online Etymology Dictionary. URL: https://www.etymonline.com/search?q=thing (accessed:
28.03.2024).

10 Oxford Learners’ Dictionaries. URL: https://www.oxfordlearnersdictionaries.com/definition/
english/full 1?q=full (accessed: 28.03.2024).

"' Onions, C.T., Friedrichsen, G.W.S., & Burchfield, R.W. (Eds.). (1966). The Oxford dictionary
of English etymology. Vol. 178. Oxford: Clarendon Press. P. 380.

2Barnhart, R.K. (Ed.). (1988). Barnhart Dictionary of Etymology: H.W. Wilson Co.P. 413.

3 Online Etymology Dictionary. URL: https://www.etymonline.com/search?q=full (accessed:
28.03.2024).?

4 Onions, C.T., Friedrichsen, G.W.S., & Burchfield, R.W. (Eds.). (1966). The Oxford dictionary
of English etymology. Vol. 178. Oxford: Clarendon Press. P. 624.

15 ibid.
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is that of possession, belonging, or origin'®, . Another meaning based on space

relations is the following: “used to show the position of something/somebody

in space or time”'®; “used in expressions showing position”'?. Here we identified
the image schemas source-path-goal, centre-periphery, near-far.

5. The noun secret defined as ‘known about by only a few people; kept hidden from
others; used to describe actions and behaviour that you do not tell other people
about™®® comes from (O)F secret, further related to L. sécrétus from sé ‘without,
apart’ and cernere ‘to separate’, together meaning ‘to separate, distinguish,
secrete’, ‘set apart, hidden’', *2. The word expresses the following space image
schemas: source-path-goal, centre-periphery, near-far.

6. OALD gives the following relevant definition for the word surprise as a noun:
‘an event, a piece of news, etc. that is unexpected or that happens suddenly’?.
The word is derived from the noun use of the past participle of OF surprendre
meaning ‘to overtake’ (from sur ‘over’ + prendre ‘to take’) from L. super (‘over’)
+ preendere contracted from prehendere ‘to grasp, seize’ from prae- ‘before’ +
-hendere from PIE root *ghend- ‘to seize, take’**, ,%, The schemas source-path-
goal, centre-periphery, contact, and up-down lie at the base of the meaning of the
word surprise.

Step 4. The clause is synchronised in the image mode with the images of the
presenter/scientist, evoking the schemas source-path-goal (movement of the
presenter/scientist in the foreground and the bubbles in the background), up-down
(the bubbles moving up), front-back (the presenter/scientist looking back and
forth), and straight (the straight path of the bubbles moving; the straight look of the
presenter/scientist at the camera) (Fig. 1).

'6 Cambridge Dictionary. URL: https://dictionary.cambridge.org/dictionary/english/of (accessed:
28.03.2024).

7 Oxford Learners’ Dictionaries. URL: https://www.oxfordlearnersdictionaries.com/definition/
english/of?q=of (accessed: 28.03.2024).

8 ibid.

! Cambridge Dictionary. URL: https://dictionary.cambridge.org/dictionary/english/of (accessed:
28.03.2024).

2 Oxford Learners’ Dictionaries. URL: https://www.oxfordlearnersdictionaries.com/definition/
english/secret 1?q=secret (accessed: 28.03.2024).

2 Onions, C.T., Friedrichsen, G.W.S., & Burchfield, R.-W. (Eds.). (1966). The Oxford dictionary
of English etymology. Vol. 178. Oxford: Clarendon Press. P. 805.

2 Barnhart, R.K. (Ed.). (1988). Barnhart Dictionary of Etymology, H.-W. Wilson Co.P. 977.

# Oxford Learners’ Dictionaries. URL: https://www.oxfordlearnersdictionaries.com/definition/
english/surprise_1?qg=surprise (accessed: 28.03.2024).

2 Onions, C.T., Friedrichsen, G.W.S. & Burchfield, R.-W. (Eds.). (1966). The Oxford dictionary
of English etymology. Vol. 178. Oxford: Clarendon Press. P. §90.

# Barnhart, R.K. (Ed.). (1988). Barnhart Dictionary of Etymology: H.W. Wilson Co.P. 1096.

2 Online Etymology Dictionary. URL: https://www.etymonline.com/search?q=surprise (accessed:
28.03.2024). ITouemy 3nech 311 cHOCcKkH? [loueMy He B CIIMCKe JIUTepaTypbl?
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Fig. 1. Fragment 1
Source: photos from the archiveof Nare A. Ovagimian & Maria I. Kiose. Prior to filming the participants signed the
consent form.

Step 5. This example demonstrates how parallel relations are established with
the use of the image schemas source-path-goal and up-down while the rest of the
schemas lead us to attest the complementarity of image schemas in the two modes.

Results and Discussion
Results

The analysed multimodal corpus comprised 353 events which included 194
events presented in clauses in the language mode, each synchronising with events
in one or more shots in the image mode with unique shorts numbering 159. The
clauses and shots are established as units expressing one event at a time, i.e.
if a clause presented two types of events at the same time, it was repeated twice for
each event.

The distribution of spatial relations in three event types
Language

In Fig. 2, we present the data on the distribution of spatial relations in the
language mode.

o

50 100 150 200 250
SO Ce-pathi- gral A

centre-periphery

contact

scale

near-far

up-down

front-back

straight

EEventtype 1  ®Event type 2 Event type 3

Fig. 2. Distribution of Event Types among Image Schemas in Language
Source: compiled by Nare A. Ovagimian & Maria I. Kiose.
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As is shown in Fig. 2, across all the schemas of spatial relations, the
most commonly construed type of event in the language mode is Event Type
1, with Event Type 2 coming next, while Event Type 3 is considerably less
frequently construed with the given schemas. Another notable feature is that
several schemas (e.g. source-path-goal, centre-periphery, etc.) are noticeably
more commonly used than others (e.g. front-back, straight, etc.). Interestingly,
no component of the analysed verbal material is used to express the schema
left-right. In the following clauses, the two most commonly used schemas,
1.e. source-path-goal and centre-periphery are simultaneously instantiated
in the words breaking, drag, times, of, welcome: a) ... as breaking ways
drag air under water. (Event Type 1); b) There’s 300 times more gold
in a kilo of smartphones than a kilo of gold ore. (Event Type 1); ¢) Welcome
to my world... (Event Type 3).

Image

In Fig. 3, we display the data on the distribution of spatial relations in the image
mode.

0 50 100 150 200 250 300 350 400 450
Sourepath-goa]
centre-periphery e AT oAE

conipet EE—

scale I —
nearfr M
p-don e e
ront back e e

straight PE—

leflright e ————

BEventtype I WEvent type 2 Event type 3

Fig. 3. Distribution of Event Types between Image Schemas in Image
Source: compiled by Nare A. Ovagimian & Maria I. Kiose.

In the image mode, the most commonly construed type of event is Event Type
2, while Event Type 1 comes second in the schemas source-path-goal, up-down,
and straight, and Event Type 3 — in the rest of the schemas (Fig. 3). For instance,
in Fragment 2 (Fig. 4) of an event pertaining to two event types, namely Event Type
2 and Event Type 3, the presenter/scientist interacts with a metal ball by holding
(contact) and revolving (source-path-goal, left-right) it in his hands, then raising
it (source-path-goal, up-down).

The construal of the three event types in language does not show any
significant differences, i.e. no one image schema is more capable of significantly
differentiating between event types than another. However, a certain tendency
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to such distinction?”” can be observed in the image schema scale when
differentiating between Event Type 1 and Event Type 3 (y’>= 3.187, p=.075) and
the image schema front-back when differentiating between Event Type 2 and
Event Type 3 (%*=3.284, p=.070).

BaE

Fig. 4. Fragment 2
Source: photos from the archive of Nare A. Ovagimian & Maria I. Kiose. Prior to filming the participants signed the
consent form.

Image schemas of spatial relations differentiating between event types
Total co-occurrences

A contrasting feature is observed in the image mode where the schemas
source-path-goal, centre-periphery, contact have demonstrated their capability
to differentiate between Event Type 1 and Event Type 2 as well as Event Type
1 and Event Type 3. The two illustrations in Fig. 5 show an instance of Event
Type 2: a woman is holding a smartphone in one hand while she taps on it with
the fingers of the other hand (source-path-goal, contact, near-far; Fig. 5, a), then
moves her hand closer to herself (source-path-goal, centre-periphery, near-far,
front-back; Fig. 5, b). In the layout of the shot, the movement traces the trajectory
from left to right (left-right).

Fig. 5. Fragment 3
Source: photos from the archive of Nare A. Ovagimian & Maria I. Kiose. Prior to filming the participants signed the

consent form.

2 With p-values not indicating the presence of significant differences but being sufficiently close
to the threshold of significance equal to .05.
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The other schemas either do not show any difference (scale, near-far, front-
back, straight, left-right) or display it only in contrasting two event types (e.g. the
image schema up-down in Event Type 1 and Event Type 2). Two schemas, straight
and near-far, reveal a tendency towards differentiating between Event Type 1 and
Event Type 2 (straight, ¥>=3.206, p=.074) and between Event Type 1 and Event Type
3 (near-far, y*= 3.315, p=.069). Interestingly, no schema has been found to be able
to differentiate between Event Type 2 and Event Type 3.

Pairwise co-occurrences

When examining the occurrence of schemas only once per clause, we analysed
how more likely a schema is to be used to construe one event rather than another.
Asinthe previous analysis, no image schema has been found capable of differentiating
between Event Type 1 and Event Type 2. The schema front-back does not show any
difference between any of the pairs of events, although there is a trend towards
it in Event Type 1 vs. Event Type 3 (%*=3.270, p=.071). Another tendency has been
found in the image schema contact differentiating between Event Type 1 and Event
Type 2 (¥*=3.307, p=.070). However, all image schemas differ significantly in how
they differentiate between Event Type 1 and Event Type 3. In another opposition,
Event Type 2 and Event Type 3 are differentiated in all but two schemas (front-back
and straight).

In the next three clauses exemplifying Event Type 1 in (a) and Event Type
3 in (b) and (c), we may see an overlap of image schemas: a) % of (source-path-
goal, centre-periphery, near-far) the earth is covered (source-path-goal, contact, up-
down) in (source-path-goal, centre-periphery) water (Event Type 1); b) Let (source-
path-goal) me start (source-path-goal, up-down) with (source-path-goal, centre-
periphery, contact, near-far) a simple question (source-path-goal) (Event Type 3);
c) So, what are these superelements (scale, up-down)? (Event Type 3). Interestingly,
the construal of the event in the third clause does not include such a prevalent image
schema as source-path-goal.

Multimodal alignment: Modes and image schemas of spatial relations

The analysis of the alignment of the two semiotic modes by means of image
schemas of spatial relations with the primary focus on the language mode shows
a similar pattern for most schemas, as shown in Fig. 6.

In every image schema in the language mode, the most commonly co-occurring
schema in the image mode is source-path-goal (varying from 23 to 38% with the
mode and median being 25%) followed by up-down and left-right (12-20%) as well
as contact (mode and median: 14%). Taking into account the fact that image schemas
very rarely occur alone, especially in the image mode, the following alignment
models were identified: (a) the image schema source-path-goal is used simultaneously
in both modes in 25% of co-occurrences; (b) a certain tendency towards expressing
the same conceptual information is demonstrated by the schemas contact (14%) and
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up-down (14%). In general, the main model of alignment between the two modes
is that of complementation, with the range of 75-98% (median 91%, mode 86%).
In other words, complementary relations between the language and image modes are
more common than relations of parallelism. Three image schemas more commonly
occur simultaneously in the analysed data: source-path-goal (86%), contact (78%),
and near-far (75%), while scale and straight are used to construe events at the same
time in 29 and 11% of cases respectively.

M source-path-goal (I ") W centre-periphery (I u contact (1 scale (language)
= near-far (language) mup-down (language) m front-back (language) mstraight (language)

120%
100%

80%

Lk Jakaal

source-path-goal centre-periphery contact (image) scale (image) near-far (image) up-down front-back  straight (image) left-nght
(image) (image) (image) (image) (image)

Fig. 6. Co-occurrence of image schemas of spatial relations in language and image, %
Source: compiled by Nare A. Ovagimian & Maria I. Kiose.

The clause below presents an example of Event Type 2 which is construed
with the help of the following image schemas of spatial relations: You can (source-
path-goal) even (scale) /pause/ film (source-path-goal) a whole (centre-periphery,
scale) BBC documentary on (source-path-goal, contact, near-far) them. The clause
is synchronised in the image mode with an instance of Event Type 3 (Fig. 7), where
the presenter/scientist gets closer to the camera (source-path-goal, near-far) and
moves it to his left to show the filming crew (source-path-goal, contact, left-right),
which incidentally involves the camera shifting upwards (up-down).

Fig. 7. Fragment 4
Source: photos from the archive ofNare A. Ovagimian & Maria I. Kiose. Prior to filming the participants signed the
consent form.
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All in all, in a quarter of co-occurrences between the schemas in language
and image, they are used in more than 75% of clauses, whereas in another quarter
of cases, they occur together in fewer than 30% of clauses. On the other hand, the
image schema straight is extremely rare in the analysed data, with only 7 instances
in 194 clauses, while it is used 189 times in image. Still, the image schema scale
is more commonly associated with the language mode, helping convey the idea
of comparison, growth, etc., while in the image mode it is mainly used when
zooming in or out or between the shots.

Discussion

In the language mode, across all the schemas of spatial relations, we can
discern a hierarchy of frequency of construed event types, where the subject matter
of a film (Event Type 1) takes centre stage while the interaction between a cogniser
and the environment (Event Type 2) occupies the medium position between Event
Type 1 and Event Type 3, which iconically represents the transitory character of the
distinction between the three event types. The absence of the schema left-right
in the language mode may be explained by the affordances of this semiotic mode,
while in the image mode the left-right distinction could be considered part of its
epistemological commitment [2].

A slightly different hierarchy found in the image mode with every schema
more commonly construing Event Type 2 rather than the other event types, on the
one hand, reflects the structural properties of the image mode, where the nature
of the medium presenting a dynamic picture necessitates the change of position
of an object on the screen, allowing for at least three schemas: source-path-goal, left-
right, and up-down. On the other hand, the pervasive presence in the image mode
of specialists, scientists as well as scientific tools and their interaction accounts
for the frequency of Event Type 2 and it being construed by the schemas of spatial
relations, especially contact and near-far.

In the language mode, the inability of any schemas to differentiate between
the events’ types (in total co-occurrences) could be accounted for by the fact that the
order of preference/frequency for each schema to represent an event type is the same:
environmental event — human-environment interaction event — interpersonal
interaction event. The absence of any significant distinction between Event Type 2
and Event Type 3 construed by all schemas of spatial relations in image may be due
to the fact that many events instantiating these two types are actually realised in the
same shot, e.g. the presenter/scientist manipulating an object and at the same time
directing his view at the viewer, which results in the events being construed in the
same way. These results specify the role of the language and image modes [4; 6; 10]
as contingent on event types.

The pairwise co-occurrences in the language mode showing that no schema
is capable of differentiating between Event Type 1 and Event Type 2 prove that the
environmental event and the human-environment interaction event are more closely
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associated with each other than with the interpersonal interaction event, which
could explain their frequent co-occurrence. The relations of parallelism between
the two semiotic modes are most commonly established in the way they employ the
schemas source-path-goal, contact, and near-far, which, incidentally, are realised
44 times in the language mode and 58 times in image. These findings confirm
the significance of these schemas in event construal outlined in [24-27; 30]. In the
predominant number of cases of language-image co-occurrences, the synchronised
units construe events with different schemas, which is in accordance with the idea
of inter-semiotic complementarity [1; 14].

These patterns suggest parallel and complementary alignment
models [35; 36] between the two modes: they are parallel in the schemas
naturally evoked by the subject matter of the films, where the main focus
is on the interaction between objects, whether they both be in the realm
of environmental events or in the realm of the other two types of events,
thus necessitating conceptualisation through a certain trajectory and contact
between the object(s) and the subject(s). The complementary relations
between language and image reflect the way information is presented in the
initial excerpts of popular science documentaries: most commonly, the type
of objects and their interaction depicted in image are only vaguely related
to the information evoked in the language mode. Usually, linguistically, the
film addresses general questions it promises to cover (e.g. What is a bubble?,
Why do we need them (superelements) so badly?), it gives observations
about our daily lives (e.g. We're learning that bubbles influence our world
in all sorts of unexpected ways.) referring to problems we (might) face (e.g.
We are reaching the limits of what our planet can provide.). This unspecific,
generic information cannot be presented in the image mode, which, owing
to its epistemological commitment, is necessarily more concrete and specific:
it predominantly shows a particular bubble, person, or lump of met al. This
difference in presenting various types of referents is reflected in the way they
are construed with image schemas of spatial relations, which results in the
complementary relations between the two semiotic modes.

Concluding remarks

The research presents an analysis of image schemas of spatial relations
as forming the basis of a multimodal construal of events belonging to three
ontological types: environmental events, human-environment interaction
events, and interpersonal interaction events. The study of popular scientific
documentary films in English has enabled us to observe how schemas are
realised in the language and image modes, including their ability to differentiate
between the event types and determine inter-semiotic relations between the two
modes. The schemas of spatial relations are necessarily invoked in image since
a depicted object is always placed within the spatial constraints of the screen and

JVCKYPCUBHA S JUHI'BUCTUKA 679



Ovagimian N.A., Kiose M.I. RUDN Journal of Language Studies, Semiotics and Semantics, 2024, 15(3), 664—683

in the constraints imposed by other objects. In language, the schemas of spatial
relations are at the core of the lexical-semantic development of many linguistic
units (diachronic aspect) and may be evoked through the analysis of their
definitions and contextual meanings (synchronic aspect). The study of inter-
semiotic relations helped to determine how the conceptual structures of event
construal in language and image were related to each other, with the main
opposition being parallelism vs. complementarity. To answer these questions,
a five-step procedure was developed, which included the identification of the
event types and the schemas of spatial relations in both modes.

The results show that in scientific documentaries, the image schema source-
path-goal is more pervasive than the others, whose (in) ability to differentiate
between event types is determined by the mode and its affordances as well as by the
types of events themselves. The most commonly used schemas (source-path-goal,
contact, near-far) frequently co-occur, thus resulting in the relations of parallelism
between the language and image modes, while the others (centre-periphery, scale,
up-down, front-back, straight, left-right) do not appear in language and image
at the same time as often, which suggests inter-semiotic complementarity. The
results allow us to specify the way people construe information about different
types of events, especially in such a complex type of discourse as that of popular
science documentaries. Hopefully, the suggested procedure may be applicable
in determining the characteristics of event construal with the means of different
semiotic modes in other types of discourse.
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