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Abstract. It is generally accepted that the main obstacle to the application of
Riemannian geometrization of Maxwell’s equations is an insufficient number of
parameters defining a geometrized medium. In the classical description of the
equations of electrodynamics in the medium, a constitutive tensor with 20 components
is used. With Riemannian geometrization, the constitutive tensor is constructed from
a Riemannian metric tensor having 10 components. It is assumed that this discrepancy
prevents the application of Riemannian geometrization of Maxwell’s equations. It is
necessary to study the scope of applicability of the Riemannian geometrization of
Maxwell’s equations. To determine whether the lack of components is really critical
for the application of Riemannian geometrization. To determine the applicability of
Riemannian geometrization, the most common variants of electromagnetic media
are considered. The structure of the dielectric and magnetic permittivity is written
out for them, the number of significant components for these tensors is determined.
Practically all the considered types of electromagnetic media require less than ten
parameters to describe the constitutive tensor. In the Riemannian geometrization of
Maxwell’s equations, the requirement of a single impedance of the medium is critical.
It is possible to circumvent this limitation by moving from the complete Maxwell’s
equations to the approximation of geometric optics. The Riemannian geometrization
of Maxwell’s equations is applicable to a wide variety of media types, but only for
approximating geometric optics.

Key words and phrases: geometrization of Maxwell’s equations, permeability
tensor, dielectric constant, magnetic permeability, geometric optics

1. Introduction

With the advent of the model Cayley–Klein [1, 2] the formalism of non-
Euclidean spaces became used to describe physical models. This approach
received popularity after the creation Einstein’s general theory of relativ-
ity [3]. At the same time, there were attempts to geometrize Maxwell’s
electrodynamics [4–6].
However, this approach remained quite marginal until the golden age

of theory of relativity [7, 8].

© Korolkova A.V., 2022
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This direction became popular again in the new century and gave rise to
the development of transformational optics [9–12]. However, it became visible
that Riemannian geometry is insufficient for geometrization of Maxwell’s
equations [13, 14].
In this paper, the author expects to figure out what could hinder the

application of Riemannian geometrization of Maxwell’s equations and what is
the scope of its applicability. To do this, we consider different electromagnetic
media options and the limitations imposed by them are studied for possible
geometrizations.

1.1. Article structure

In paragraph 1.2 we provide basic notation and conventions used in the
article. In the section 1.3 we consider the limitation only for the case of
a local linear medium. In the section 2 the constitutive tensor is formulated
in a six-dimensional space. This is being done for clarity, to represent it
as a matrix 6 × 6. In the section 3 the reader is reminded of Riemannian
geometrization of Maxwell’s equations.

1.2. Notations and conventions

1. Greek indexes (𝛼, 𝛽) will relate to a four-dimensional space and in

a component form will have the following values: 𝛼 = 0, 3.
2. Latin indexes from the middle of the alphabet (𝑖, 𝑗, 𝑘) will refer to

three-dimensional space and in component form will have the following

values: 𝑖 = 1, 3.
3. In uppercase Latin letters denote the indices of the six-dimensional spaces:

𝐼 = 1, 6.
4. To write the equations of electrodynamics in the work is used symmetrical

CGS system [15].

1.3. The variations of physical environment

It is possible to consider several options for setting the constitutive laws
depending on the medium (see Table 1).

Table 1

Constitutive laws depending on the medium

Medium type Local case Non-local case

Linear medium 𝐺𝛼𝛽 = 𝜆𝛼𝛽𝛾𝛿𝐹𝛾𝛿 𝐺(𝑥) = ∫ 𝜆(𝑥, 𝑠) ∧ 𝐹(𝑠) d𝑠

Non-linear medium 𝐺𝛼𝛽 = 𝜆(𝐹𝛾𝛿) 𝐺(𝑥) = ∫ 𝜆(𝑥, 𝐹(𝑠)) d𝑠

Tensors 𝐹𝛼𝛽 and 𝐺𝛼𝛽 have a sense of curvature in cotangent (𝑇 ∗𝑋) and

tangent (𝑇 𝑋) bundles.
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In the linear local case, the tensors 𝐹𝛼𝛽 and 𝐺𝛼𝛽 are connected using fourth
rang tensors.

In the linear non-local case, the connection is carried out using an integral
kernel. However, in the presence of translational symmetry, the linear nonlocal
case is reduced to the linear local case using the Fourier transform [16]. The
non-local linear relationship between 𝐹 and 𝐺 looks in this case as follows:

𝐺(𝑥) = ∫ 𝜆(𝑥, 𝑠) ∧ 𝐹(𝑠) d𝑠 . (1)

In the case of translational invariance 𝜆(𝑥, 𝑠) = 𝜆(𝑥 − 𝑠) the relationship
between 𝐹 and 𝐺 will have the form:

𝐺𝛼𝛽(𝜔, 𝑘𝑖) = 𝜆𝛼𝛽𝛾𝛿(𝜔, 𝑘𝑖)𝐹𝛾𝛿(𝜔, 𝑘𝑖). (2)

In the case of a nonlinear medium, it is assumed that through the lin-
earization procedure, a tensor term similar to the local linear case can be
distinguished in it.

Thus, it seems sufficient to consider only the local linear case.

2. Structure of the constitutive tensor

2.1. Representation of the constitutive tensor in space ℝ4

The constitutive tensor 𝜆𝛼𝛽
𝛾𝛿 is a 4-tensor. We assume that the mapping

𝜆 ∶ Λ2𝑀 → Λ2𝑀 is linear and local. Then it can be represented in the
following form:

𝐺𝛼𝛽 = 𝜆𝛼𝛽𝛾𝛿𝐹𝛾𝛿. (3)

Here 𝜆𝛼𝛽𝛾𝛿 is a constitutive tensor containing information about both
permeability and permittivity and electromagnetic connection [4–6, 17]. It

can be seen that 𝜆𝛼𝛽𝛾𝛿 has the following symmetry:

𝜆𝛼𝛽𝛾𝛿 = 𝜆[𝛼𝛽][𝛾𝛿].

To clarify the symmetry, the tensor 𝜆𝛼𝛽𝛾𝛿 can be represented as follows:

𝜆𝛼𝛽𝛾𝛿 = (1)𝜆𝛼𝛽𝛾𝛿 + (2)𝜆𝛼𝛽𝛾𝛿 + (3)𝜆𝛼𝛽𝛾𝛿.

The components of the tensor have the following symmetry:

(1)𝜆𝛼𝛽𝛾𝛿 = 𝜆([𝛼𝛽][𝛾𝛿]), (2)𝜆𝛼𝛽𝛾𝛿 = 𝜆[[𝛼𝛽][𝛾𝛿]], (3)𝜆𝛼𝛽𝛾𝛿 = 𝜆[𝛼𝛽𝛾𝛿].

Obviously, in this case 𝜆𝛼𝛽𝛾𝛿 has 36 independent components, (1)𝜆𝛼𝛽𝛾𝛿

has 20 independent components (principal part), (2)𝜆𝛼𝛽𝛾𝛿 has 15 independent

components (skewon), (3)𝜆𝛼𝛽𝛾𝛿 has one independent component (axion).
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We will consider only part of (1)𝜆𝛼𝛽𝛾𝛿. For this case, we write down the
material equations:

{
𝐷𝑖 = 𝜀𝑖𝑗𝐸𝑗 + (1)𝛾𝑖

𝑗𝐵𝑗,
𝐻𝑖 = (𝜇−1)

𝑖𝑗
𝐵𝑗 + (2)𝛾𝑗

𝑖 𝐸𝑗,
(4)

where 𝜀𝑖𝑗 and 𝜇𝑖𝑗 are the tensors of dielectric and magnetic permeability, (1)𝛾𝑖
𝑗

and (2)𝛾𝑖
𝑗 are cross terms.

Taking into account the structure of the tensors 𝐹𝛼𝛽 and 𝐺𝛼𝛽, as well as
the constraints equations, we write:

𝐹0𝑖 = 𝐸𝑖, 𝐺0𝑖 = −𝐷𝑖,
𝐺𝑖𝑗 = −𝑒𝑖𝑗𝑘𝐻𝑘, 𝐹𝑖𝑗 = −𝑒𝑖𝑗𝑘𝐵𝑘.

(5)

Here the alternating tensor is denoted by 𝑒𝑖𝑗𝑘.

2.2. Representation of constitutive tensors in 𝐴2(ℝ4) and 𝐴2(ℝ4∗)
spaces

Consider vector spaces 𝐴2(ℝ4∗) and 𝐴2(ℝ4) as typical layers of bundles
Λ2𝑀 and Λ2𝑀 and we will make the transition to a six-dimensional space.

Basis 𝐴2(ℝ4) in this case has the form 𝜁𝐼, 𝐼 = 1, … , 6, and the basis 𝐴2(ℝ4∗)
consists of components 𝜁𝐼, 𝐼 = 1, … , 6. Let 𝛿𝜇, 𝜇 = 0, … , 3 be the basis in

ℝ4, and 𝛿𝜇, 𝜇 = 0, … , 3 — the basis in ℝ4∗. Define the basis 𝜁𝐼 in 𝐴2(ℝ4) as
follows:

𝜁𝑖 = 𝛿0 ∧ 𝛿𝑖, 𝜁𝑖+3 = 1
2

𝜀𝑖𝑗𝑘𝛿𝑗 ∧ 𝛿𝑘, 𝑖, 𝑗, 𝑘 = 1, … , 3, (6)

and basis 𝜁𝐼 in 𝐴2(ℝ4∗) in form

𝜁𝑖 = 𝛿0 ∧ 𝛿𝑖, 𝜁𝑖+3 = 1
2

𝜀𝑖𝑗𝑘𝛿𝑗 ∧ 𝛿𝑘, 𝑖, 𝑗, 𝑘 = 1, … , 3. (7)

Then the intensity of the electromagnetic field 𝐹 can be represented as
follows:

𝐹 = 𝐸𝑖𝜁𝑖 + 𝐵𝑖𝜁𝑖+3. (8)

We split the tensor 𝜆𝐼𝐽 such as

𝜆𝐼𝐽 = (1)𝜆𝐼𝐽 + (2)𝜆𝐼𝐽 + (3)𝜆𝐼𝐽.

The components of the tensor 𝜆𝐼𝐽 have the following symmetry:

(1)𝜆𝐼𝐽 = 𝜆(𝐼𝐽) − 𝜆𝐾
𝐾

̃𝐼𝐼𝐽, (2)𝜆𝐼𝐽 = 𝜆[𝐼𝐽], (3)𝜆𝐼𝐽 = 𝜆𝐾
𝐾

̃𝐼𝐼𝐽,

̃𝐼 ∶= (
0 𝐼 𝑖𝑗

𝐼 𝑖𝑗 0
).
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We indicate the number of components in these tensors:

— (1)𝜆𝐼𝐽 has 20 components;

— (2)𝜆𝐼𝐽 has 15 components;

— (3)𝜆𝐼𝐽 has 1 component.

Let’s write out the main part of the constitutive tensor:

(1)𝜆𝐼𝐽 = (−𝜀𝑖𝑗 (1)𝛾𝑖
𝑗

(2)𝛾𝑗
𝑖 ̃𝜇𝑖𝑗

), ̃𝜇𝑖𝑗 ∶= (𝜇−1)
𝑖𝑗

. (9)

Later in this article we will omit the left index of the main part of the con-
stitutive tensor.

3. Riemannian geometrization of Maxwell’s equations

We assume that the bundle has the structure of a Riemannian manifold.
In this case, we can introduce a Riemannian metric on the manifold, which:

— is symmetric: 𝑔𝛼𝛽 ∶= 𝑔(𝛼𝛽);

— is consistent with сonnection: ∇𝛼𝑔𝛼𝛽 ∶= 0.
This statement is equivalent to the fact that we use connection Levi–Civitas.
We introduce an effective metric based on the bundle 𝑔𝛼𝛽. Then the metric

is induced into layers and the Lagrangian of the electromagnetic field can be
written in the form of the Yang–Mills Lagrangian:

𝐿 = − 1
16𝜋𝑐

𝐺𝛼𝛽𝐹𝛼𝛽 − 1
𝑐2 𝐴𝛼𝑗𝛼√−𝑔,

which is equivalent to the following entry

𝐿 = − 1
16𝜋𝑐

𝑔𝛼𝛾𝑔𝛽𝛿𝐹𝛼𝛽𝐹𝛾𝛿
√−𝑔 − 1

𝑐2 𝐴𝛼𝑗𝛼√−𝑔.

Let’s construct the tensor 𝜆𝛼𝛽𝛾𝛿 as follows:

𝜆𝛼𝛽𝛾𝛿 = √−𝑔𝑔𝛼𝛽𝑔𝛾𝛿 =
√−𝑔

2
(𝑔𝛼𝛾𝑔𝛽𝛿 + 𝑔𝛼𝛿𝑔𝛽𝛾) +

√−𝑔
2

(𝑔𝛼𝛾𝑔𝛽𝛿 − 𝑔𝛼𝛿𝑔𝛽𝛾).

Then the material equations will take the following form (for symmetry
reasons):

𝐺𝛼𝛽 =
√−𝑔

2
(𝑔𝛼𝛾𝑔𝛽𝛿 − 𝑔𝛼𝛿𝑔𝛽𝛾)𝐹𝛾𝛿.

In the case of writing by components, we get the following expressions:

𝐺0𝑖 =
√−𝑔

2
(𝑔00𝑔𝑖𝑗–𝑔0𝑖𝑔0𝑗)𝐹0𝑗 +

√−𝑔
2

(𝑔0𝑗𝑔𝑖𝑘–𝑔0𝑘𝑔𝑖𝑗)𝐹𝑗𝑘,

𝐺𝑖𝑗 =
√−𝑔

2
(𝑔𝑖0𝑔𝑗𝑘–𝑔0𝑗𝑔𝑖𝑘)𝐹0𝑘 +

√−𝑔
2

(𝑔𝑖𝑘𝑔𝑗𝑙–𝑔𝑖𝑙𝑔𝑗𝑘)𝐹𝑘𝑙.
(10)
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Formally, it is possible to write out an expression for the permittivity:

𝜀𝑖𝑗 = −√−𝑔(𝑔00𝑔𝑖𝑗–𝑔0𝑖𝑔0𝑗) (11)

and the expression for magnetic permeability:

(𝜇−1)𝑖𝑗 = √−𝑔𝜀𝑚𝑛𝑖𝜀𝑘𝑙𝑗𝑔𝑛𝑘𝑔𝑚𝑙. (12)

Thus the geometrized connection equations in coordinates have the following
form:

𝐷𝑖 = 𝜀𝑖𝑗𝐸𝑗 + (1)𝛾𝑖
𝑗𝐵𝑗,

𝐻𝑖 = (𝜇−1)𝑖𝑗𝐵𝑗 + (2)𝛾𝑗
𝑖 𝐸𝑗,

𝜀𝑖𝑗 = −√−𝑔(𝑔00𝑔𝑖𝑗–𝑔0𝑖𝑔0𝑗),
(𝜇−1)𝑖𝑗 = √−𝑔𝜀𝑚𝑛𝑖𝜀𝑘𝑙𝑗𝑔𝑛𝑘𝑔𝑚𝑙,
(1)𝛾𝑖

𝑗 = (2)𝛾𝑖
𝑗 = √−𝑔𝜀𝑘𝑙𝑗𝑔0𝑘𝑔𝑖𝑙.

(13)

Statement. Let the space be represented as ℝ4 = ℝ1 × ℝ3. Then in
Riemannian geometrization, under the condition 𝑔0𝑖 = 0, the equality holds

𝜀𝑖𝑗 = 𝜇𝑖𝑗. (14)

Proof. Note that Δ𝑖𝑗 = 𝜀𝑚𝑛𝑖𝜀𝑘𝑙𝑗𝑔𝑛𝑘𝑔𝑚𝑙 is an algebraic complement for 𝑔𝑖𝑗.
Then

𝜀𝑖𝑗(𝜇−1)𝑖𝑝 = −√−𝑔𝑔00𝑔𝑖𝑗√−𝑔𝜀𝑚𝑛𝑖𝜀𝑘𝑙𝑝𝑔𝑛𝑘𝑔𝑚𝑙 = 𝑔𝑔00 det{𝑔𝑘𝑙}𝛿𝑗
𝑝 = 𝛿𝑗

𝑝.

It follows that 𝜀𝑖𝑗 = 𝜇𝑖𝑗. �

Then the geometrized constitutive tensor has the following form:

𝜆𝐼𝐽 = (
−𝜀𝑖𝑗 (1)𝛾𝑖

𝑗
(2)𝛾𝑗

𝑖 (𝜀−1)
𝑖𝑗

). (15)

Consider the limitations of this approach:

1. Since the metric tensor 𝑔𝑖𝑗 has 10 components, the geometrized constitu-

tive tensor cannot have more than 10 independent components.
2. Given the constitutive equations, only media with a single impedance

can be considered.

However, the geometrized version can be used to approximate geometric
optics when the dielectric 𝜀𝑖𝑗 and magnetic 𝜇𝑖𝑗 permeability are not used

separately. Instead, in the approximation of geometric optics, the refractive
index of the medium is used:

𝑛𝑖
𝑗 = √𝜀𝑖

𝑘𝜇𝑘
𝑗 . (16)
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In this case, the geometrized constitutive tensor has the following form:

𝜆𝐼𝐽 = ⎛⎜
⎝

−(
√

𝑛)𝑖𝑗 (1)𝛾𝑖
𝑗

(2)𝛾𝑗
𝑖 ( 1√

𝑛)
𝑖𝑗

⎞⎟
⎠

. (17)

4. Examples of media

4.1. Linear isotropic media

The most elementary electromagnetic media are linear isotropic media,
such as classical vacuum. The term isotropic refers to invariance with respect
to spatial rotations in the selected frame of reference. The rotation of any
closed system as a whole does not change its physical properties. There is
no particular direction in space with respect to which there is any special
symmetry. All directions are equal. The electromagnetic properties of the
medium do not depend on the direction. In this case, the elements of the
tensor 𝜆𝐼𝐽 are represented as:

𝜀𝑖𝑗 = 𝜀(𝑥𝑖)𝛿𝑖𝑗, ̃𝜇𝑖𝑗 ∶= (𝜇−1(𝑥𝑖))𝛿𝑖𝑗, (1)𝛾𝑖
𝑗 = 0, (2)𝛾𝑗

𝑖 = 0

or in matrix form:

𝜆𝐼𝐽 = (−𝜀(𝑥𝑖)𝛿𝑖𝑗 0
0 𝜇−1(𝑥𝑖)𝛿𝑖𝑗

). (18)

In this case, the permeability matrix contains only two independent compo-
nents in the laboratory reference frame. Function 𝜀(𝑥𝑖) is called the dielectric
constant of the medium. Function 𝜇(𝑥𝑖) is called the magnetic permeability
of the medium. When these functions are constant in the selected frame of
reference, the medium is called homogeneous.
The classical electromagnetic vacuum is assumed to be linear, isotropic and

homogeneous. Its dielectric constant (in the SI system) is denoted by 𝜀0, and
the magnetic permeability is denoted by 𝜇0.
The application of a geometrized constitutive tensor is possible in the

approximation of geometric optics. In this case 𝜆𝐼𝐽 will have the form:

𝜆𝐼𝐽 = (
−√𝑛(𝑥𝑖)𝛿𝑖𝑗 0

0 1
√𝑛(𝑥𝑖)𝛿𝑖𝑗

). (19)

In this case, the permeability matrix contains only one independent com-
ponent.

4.2. Linear optical medium

It is assumed that the permittivity 𝜀𝑖𝑗 can be inhomogeneous and (or)
anisotropic. Heterogeneity is most common when matrix components are
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piecewise constant and undergo discontinuities at the interface of heteroge-
neous media. Since the magnetic permeability of optical media is neglected,
they are considered to be dielectric media:

(𝜇−1)
𝑖𝑗

= 𝛿𝑖𝑗. (20)

If the permittivity 𝜀𝑖𝑗 is anisotropic, but at the same time symmetrical,
then it is possible to determine the main reference point in which it takes the
form of a diagonal matrix:

𝜀𝑖𝑗 ∶= diag(𝜀𝑥, 𝜀𝑦, 𝜀𝑧). (21)

The diagonal elements represented by the main permittivity are in this
case the eigenvalues of the matrix

𝜀𝑖
𝑗 = 𝜀𝑖𝑘𝑔𝑗𝑘. (22)

Since the matrix 𝜀𝑖𝑗 is symmetric, then the eigenvalues exist and are valid,
and the eigenvectors are orthogonal.
Media variants:

— when all eigenvalues are equal, the medium is called isotropic;
— when two eigenvalues are equal, and the third is different from them, the

medium is called uniaxial anisotropic;
— when all three eigenvalues are unequal, the medium is called biaxial

anisotropic.

More generally, the magnetic permeability is not singular:

(𝜇−1)
𝑖𝑗

= diag((𝜇−1)𝑥, (𝜇−1)𝑦, (𝜇−1)𝑧), (23)

and 𝜆𝐼𝐽 can be represented as a matrix:

𝜆𝐼𝐽 = diag (−𝜀𝑥(𝑥𝑖), −𝜀𝑦(𝑥𝑖), −𝜀𝑧(𝑥𝑖), 𝜇−1
𝑥 (𝑥𝑖), 𝜇−1

𝑦 (𝑥𝑖), 𝜇−1
𝑧 (𝑥𝑖)). (24)

The application of a geometrized constitutive tensor is possible in the

approximation of geometric optics. Then the tensor 𝜆𝐼𝐽 will take the form:

𝜆𝐼𝐽 =diag
⎛⎜⎜
⎝

−√𝑛𝑥(𝑥𝑖), −√𝑛𝑦(𝑥𝑖), −√𝑛𝑧(𝑥𝑖), 1
√𝑛𝑥(𝑥𝑖)

, 1

√𝑛𝑦(𝑥𝑖)
, 1
√𝑛𝑧(𝑥𝑖)

⎞⎟⎟
⎠

.

In this case, the permeability matrix contains three independent compo-
nents.

4.3. Bi-isotropic media

The special properties of these media are due to the connection between
electric and magnetic fields, which can be described by some defining relations.
Bi-isotropic media can change the polarization of light either by refraction
or by transmission [18]. These media are similar to isotropic media, but the
cross terms are not zero.
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The coupling equations in the case of an isotropic medium have the following
form:

𝐷𝑖 = 𝜀𝑔𝑖𝑗𝐸𝑗 + 𝛾𝑔𝑖
𝑗𝐵𝑗,

𝐻𝑖 = (𝜇−1)𝑔𝑖𝑗𝐵𝑗 + 𝛾𝑔𝑗
𝑖 𝐸𝑗.

(25)

The elements of the tensor 𝜆𝐼𝐽 have the form:

𝜀𝑖𝑗 = 𝜀(𝑥𝑖)𝑔𝑖𝑗, (𝜇−1)
𝑖𝑗

∶= (𝜇−1(𝑥𝑖))𝑔𝑖𝑗, (1)𝛾𝑖
𝑗 = 𝛾(𝑥𝑖)𝑔𝑖

𝑗, (2)𝛾𝑗
𝑖 = 𝛾(𝑥𝑖)𝑔𝑗

𝑖 .

In matrix form, the tensor 𝜆𝐼𝐽 for a bi-isotropic medium will have the form:

𝜆𝐼𝐽 = (−𝜀(𝑥𝑖)𝑔𝑖𝑗 𝛾(𝑥𝑖)𝑔𝑖
𝑗

𝛾(𝑥𝑖)𝑔𝑗
𝑖 𝜇−1(𝑥𝑖)𝑔𝑖𝑗

). (26)

For the case of geometric optics, the tensor 𝜆𝐼𝐽 for a bi-isotropic medium
will take the form:

𝜆𝐼𝐽 = (−√𝑛(𝑥𝑖)𝑔𝑖𝑗 𝛾(𝑥𝑖)𝑔𝑖
𝑗

𝛾(𝑥𝑖)𝑔𝑗
𝑖 𝑛−1/2(𝑥𝑖)𝑔𝑖𝑗

). (27)

The permeability matrix in this case contains two independent components.

4.4. Bi-anisotropic media

In bi-anisotropic media, the dielectric constant, magnetic permeability, and
coupling coefficient are complete tensors. In this case , the coupling equations
have the following form:

𝐷𝑖 = 𝜀𝑖𝑗𝐸𝑗 + (1)𝛾𝑖
𝑗𝐵𝑗,

𝐻𝑖 = (𝜇−1)𝑖𝑗𝐵𝑗 + (2)𝛾𝑗
𝑖 𝐸𝑗.

(28)

The elements of the tensor 𝜆𝐼𝐽 take the form

𝜀𝑖𝑗 ∶= 𝜀𝑖𝑗(𝑥𝑖), (𝜇−1)
𝑖𝑗

∶= (𝜇−1(𝑥𝑖))
𝑖𝑗

, (1)𝛾𝑖
𝑗 = 𝛾𝑖

𝑗(𝑥𝑖), (2)𝛾𝑗
𝑖 = 𝛾𝑗

𝑖 (𝑥𝑖).

In matrix form, the tensor 𝜆𝐼𝐽 for a bi-isotropic medium has the form:

𝜆𝐼𝐽 = (−𝜀𝑖𝑗(𝑥𝑖) 𝛾𝑖
𝑗(𝑥𝑖)

𝛾𝑗
𝑖 (𝑥𝑖) (𝜇−1)𝑖𝑗(𝑥𝑖)

). (29)

For the case of geometric optics, the tensor 𝜆𝐼𝐽 for a bi-anisotropic medium
is represented as:

𝜆𝐼𝐽 = ⎛⎜
⎝

−(
√

𝑛)𝑖𝑗(𝑥𝑖) 𝛾𝑖
𝑗(𝑥𝑖)

𝛾𝑗
𝑖 (𝑥𝑖) (𝑛−1/2)

𝑖𝑗
(𝑥𝑖)

⎞⎟
⎠

. (30)
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In this case, the permeability matrix contains twenty independent compo-
nents.
Thus, the following conclusions can be drawn:

— in most practical cases, it is necessary to take into account less than ten

components of the tensor 𝜆𝐼𝐽;
— for the case of an anisotropic medium, more than ten components of the

constitutive tensor should be taken into account.

5. Conclusion

When applying the Riemannian geometrization of Maxwell’s equations, two
significant obstacles arise.
It is usually considered that the main obstacle to the application of Rie-

mannian geometrization of Maxwell’s equations is an insufficient number of
parameters defining a geometrized medium. It is known that in the classical
description of the equations of electrodynamics in the medium, a constitu-
tive tensor with 20 components is used, and in Riemannian geometrization,
the constitutive tensor is constructed from a Riemannian metric tensor with
only 10 components. Thus, most authors point out that the main limitation
of the application of Maxwell’s geometrized theory is the number of free com-
ponents in the constitutive tensor. However, this is not the case. It is enough
to consider the most popular variants of electromagnetic media to make sure
that in practically used cases the number of components is significantly less
than ten.
Another limitation is that Maxwell’s geometrized theory in the case of

Riemannian geometrization requires that the medium has a unit impedance.
This restriction is too strong in the general case. It seems that the geometrized
Maxwell theory in the case of Riemannian geometrization is not applicable in
the case of the complete Maxwell theory and in the case of the approximation
of the wave equation. But this limitation can be circumvented by switching
to the approximation of geometric optics, since in this case the impedance of
the medium is not taken into account.
Thus, we can conclude that Maxwell’s geometrized theory in the case

of Riemannian geometrization is applicable to the description of Maxwell’s
theory, but mainly for the case of approximation of geometric optics.
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Тензор проницаемостей в геометризованной теории
Максвелла

А. В. Королькова

Российский университет дружбы народов,
ул. Миклухо-Маклая, д. 6, Москва, 117198, Россия

Аннотация. Считается, что основным препятствием к применению римано-
вой геометризации уравнений Максвелла является недостаточное количество
параметров, задающих геометризованную среду. При классическом описании
уравнений электродинамики в среде используется тензор проницаемостей, име-
ющий 20 компонент. При римановой геометризации тензор проницаемостей
строится из риманового метрического тензора, имеющего только 10 компонент.
Предполагается, что данное несоответствие мешает применению римановой
геометризации уравнений Максвелла. В статье предложено определить, дей-
ствительно ли недостаток компонент является критическим для применения
римановой геометризации уравнений Максвелла. Для определения области при-
менимости римановой геометризации рассмотрены наиболее распространённые
варианты электромагнитных сред. Для них выписана структура диэлектриче-
ской и магнитной проницаемостей, определено количество значащих компонент
для этих тензоров. Показано, что практически все рассмотренные типы элек-
тромагнитных сред требуют менее десяти параметров для описания тензора
проницаемостей. При римановой геометризации уравнений Максвелла кри-
тическим является требование единичного импеданса среды. Обойти данное
ограничение возможно путём перехода от полных уравнений Максвелла к при-
ближению геометрической оптики. Показано, что риманова геометризация
уравнений Максвелла применима для большого разнообразия типов среды,
но только для приближения геометрической оптики.

Ключевые слова: геометризация уравнений Максвелла, тензор проницаемо-
стей, диэлектрическая проницаемость, магнитная проницаемость, геометриче-
ская оптика
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Abstract. Hyperbolic complex numbers are used in the description of hyperbolic
spaces. One of the well-known examples of such spaces is the Minkowski space, which
plays a leading role in the problems of the special theory of relativity and electro-
dynamics. However, such numbers are not very common in different programming
languages. Of interest is the implementation of hyperbolic complex in scientific pro-
gramming languages, in particular, in the Julia language. The Julia language is
based on the concept of multiple dispatch. This concept is an extension of the con-
cept of polymorphism for object-oriented programming languages. To implement
hyperbolic complex numbers, the multiple dispatching approach of the Julia lan-
guage was used. The result is a library that implements hyperbolic numbers. Based
on the results of the study, we can conclude that the concept of multiple dispatching
in scientific programming languages is convenient and natural.

Key words and phrases: Julia programming language, multiple dispatch, abstract
data types, type conversion, parametric structures, hyperbolic complex numbers

1. Introduction

The Julia programming language [1, 2] is a promising language for scientific
computing. At the moment, the Julia language has reached a stable state. By
design, Julia solves the problem of two languages. This problem lies in the fact
that for rapid prototyping, data processing and visualization, an interpreted
dynamic language or a mathematical package (Python, Matlab, etc.) is used,
and for intensive numerical calculations, the program has to be rewritten in
a compiled language with static typing (C/ C++, Fortran).
An illustration of this problem can be seen in Python, which has gained

wide popularity as an interface language-glue. Numerous wrapper libraries
were written on it, which used Python code to call C/C++ and Fortran
functions from precompiled libraries. For example, the well-known library
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NumPy [3] consists of 51% C code and only 47% Python code (the remaining
percentages are divided between C++, Fortran, JavaScript and Unix shell).
The Julia language combines the flexibility of dynamically typed interpreted

languages with the performance of statically typed compiled languages.
The basic part of the Julia language is very similar to other scientific

programming languages, so it does not cause difficulties in mastering. However,
Julia’s core is built around the concept of multiple dispatch [4], which is rare
in other languages. It is in this mechanism that the essential difference of
Julia from other languages lies, and its understanding is essential for the full
use of all the advantages of Julia.
In the article, the authors paid great attention to illustrating the mechanism

of multiple dispatch and other mechanisms that are closely related to it.
In the first part of the article, we give the necessary definitions and illustrate

the concept of multiple dispatch with simple examples that allow you to
understand the syntax associated with this part of the language and capture
the essence of this approach. In the second part, we give an example of
the implementation of hyperbolic complex numbers in the Julia language.
This example allows you to touch not only multiple dispatch, but also the
type casting mechanism, the abstract type hierarchy, overloading arithmetic
operators, and specifying user-defined data types.

2. Multiple dispatch

2.1. Common definitions

Dynamic dispatch is a mechanism that allows you to choose which of the
many implementations of a polymorphic function (or operator) should be
called in a given case [5]. In this case, the choice of one or another imple-
mentation is carried out at the stage of program execution. Multiple dispatch
is based on dynamic dispatch. In this case, the choice of implementation of
a polymorphic function is made based on the type, number, and order of the
function’s arguments. This is how runtime polymorphic dispatch is imple-
mented [6, 7]. Note also that in addition to the term multiple dispatch, the
term multimethod is also used.
The mechanism of multiple dispatch is similar to the mechanism of overload-

ing functions and operators, implemented, for example, in the C++ language.
Function overloading, however, is done exclusively at compile time, while
multiple dispatch should work at runtime as well (runtime polymorphism).

2.2. Multiple dispatch in Julia

To illustrate the mechanism of multiple dispatch, we will give the following
code example in the Julia language:

function f(x, y)
println("Generic implementation")
return x + y

end

function f(x)
println("For single argument")
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return x
end

function f(x::Integer, y::Integer)
println("Implementation for integers")
return x + y

end

function f(x::String, y::String)
println("Implementation for strings")
return x * " " * y

end

function f(x::Tuple{Int, Int}, y::Tuple{Int, Int})
println("Implementation for tuples of two integer elements")
return (x[1], x[2], y[1], y[2])

end

In this example, we have created five implementations of the 𝑓 function,
which differ from each other in different signatures. In terms of the Julia
language, this means that one function 𝑓 now has four different methods. In
the first two methods, we did not use type annotations, so the type of the
arguments will be determined either at compile time or at run time (as in
interpreted languages). It is also worth noting that Julia uses dynamic JIT
compilation (just-in-time), so the compilation stage is not explicitly separated
from the execution stage for the user.
The arguments of the following three methods are annotated with types, so

they will only be called if the types match the annotations. In the f for strings,
the * concatenation operator is used. The choice of the multiplication sign
* instead of the more traditional addition sign + is justified by the creators
of the language by the fact that string concatenation is not a commuting
operation, so it is more logical to use the multiplication sign for it, rather
than the addition sign, which is often used to denote commuting operations.
The following code snippet illustrates how multiple dispatch works at

compile time. The @show macro is used to print out the name of the function
and the arguments passed to it:

@show f(2.0, 1)
@show f(2, 2)
@show f(0x2, 0x1) # numbers in hexadecimal system
@show f("Text", "line")
@show f(3)
@show f([1, 2], [3, 4])
@show f((1, 2), (3, 4))

— In the first line, we passed real (floating-point) type arguments to the
function, so a generic implementation call was made. Since the operator
+ is defined for floating point numbers, the function succeeded and gave
the correct result.

— Methods for integers were called in the second and third lines. Note that
the Integer type is an abstract type and includes signed and unsigned
integers from 1 to 16 bytes in size, defined in the language core. Numbers
written in hexadecimal are interpreted by default as unsigned integers.
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— The method for strings was called on the fourth line. In the fifth line,
the method for one argument.

— The sixth line passed two arrays as arguments. The + operation is defined
for arrays, so the function ran without error and returned an element-wise
sum.

— In the seventh line, the function arguments are tuples consisting of two
integers. Since we defined a method for such a combination of arguments,
the function worked correctly.

The result of executing the code looks like:

Generic implementation
f(2.0, 1) = 3.0
Implementation for integers
f(2, 2) = 4
Implementation for integers
f(0x02, 0x01) = 0x03
Implementation for strings
f("Text", "line") = "Text line"
For single argument
f(3) = 3
Generic implementation
f([1, 2], [3, 4]) = [4, 6]
Implementation for tuples of two integer elements
f((1, 2), (3, 4)) = (1, 2, 3, 4)

The above example works correctly in languages that support function
overloading and does not demonstrate the specifics of dynamic dispatching,
since the types of arguments are known at the compilation stage and are
available to the translator.
To test the work of dynamic method calls, consider the following code:

print("Enter an integer:")
# Read a string and convert to an integer type
@show n = parse(Int32, readline())
if n > 0
x = 1.2; y = 0.1

else
x = 1; y = 2

end
f(x, y)

Here, the types of variable values x and y are not known at compile time,
as they depend on what number the user enters during program execution.
However, for the case of integer x and y the corresponding method is called.

3. Hyperbolic numbers

We will use hyperbolic numbers to illustrate the multiple dispatch capa-
bilities of the Julia language, so we will limit ourselves to the definition and
basic arithmetic operations.
Hyperbolic numbers [8–11], along with elliptic and parabolic numbers, are

a generalization of complex numbers. Hyperbolic numbers can be defined as
follows:

𝑧 = 𝑥 + j𝑦, j2 = 1, j ≠ ±1. (1)
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The quantity 𝑗 will be called the hyperbolic imaginary unit, and the quantities
𝑥 and 𝑦 will be called the real and imaginary parts, respectively.
For two hyperbolic numbers 𝑧1 = 𝑥1 + j𝑦1 and 𝑧2 = 𝑥2 + j𝑦2 the following

arithmetic operations are performed.

Addition 𝑧1 + 𝑧2 = (𝑥1 + 𝑥2) + j(𝑦1 + 𝑦2).
Multiplication 𝑧1𝑧2 = (𝑥1𝑥2 + 𝑦1𝑦2) + j(𝑥1𝑦2 + 𝑥2𝑦1).
Conjugation 𝑧∗ = 𝑥 − j𝑦.
Inverse number 𝑧−1 = 𝑥

𝑥2 + 𝑦2 − j
𝑦

𝑥2 − 𝑦2 .

Division
𝑧1
𝑧2

= 𝑥1𝑥2 − 𝑦1𝑦2
𝑥2

2 − 𝑦2
2

+ j
𝑥1𝑦1 − 𝑥1𝑦2

𝑥2
2 − 𝑦2

2
.

The implementation of hyperbolic numbers is in many respects similar to
the implementation of complex ones. Operators +, -, * must be overloaded,
and /, root extraction, exponentiation, elementary math functions, etc. At
the same time, for the purposes of illustrating the mechanism of operation of
multiple dispatching, it is arithmetic operations that are of primary interest.
This is due to the fact that elementary functions take only one argument, and
it is enough to define only one method for them. In the case of arithmetic
operators, it is necessary to provide combinations of arguments of different
numeric types. So, for example, it should be possible to add a hyperbolic
number to an integer, rational, irrational number, which automatically affects
not only multiple dispatch, but also type casting mechanisms, an abstract
type hierarchy, and default constructor overloading.
Therefore, we will confine ourselves to examples of the implementation

of precisely arithmetic operations and that’s all, without touching on the
more mathematically complex calculations of various elementary functions of
a hyperbolic number.
Note that in addition to the term hyperbolic numbers, there are also terms

in the literature: double numbers, split complex numbers, perplex numbers,
hyperbolic numbers [8, 12–15].

4. Implementation of hyperbolic numbers in Julia

4.1. Declaring a Data Structure

The implementation of hyperbolic numbers in Julia was based on the
code for complex numbers available in the official Julia repository. We also
used the developments obtained in the implementation of parabolic complex
numbers [16]. New type Hyperbolic defined with an immutable structure:

struct Hyperbolic{T<:Real} <: Number
"Real part"
re::T
"Imaginary part"
jm::T

end

The structure is simple and contains only two fields of parametric type T.
This requires that the type T was a subtype of the abstract type Real (syntax
T<:Real). The type Hyperbolic is a subtype of the abstract type Number
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(see figure 1). Thus, hyperbolic numbers are built into an already existing
hierarchy of numeric types.

Number

Hyperbolic Complex Real

Integer

Signed

Int8 Int16 Int32 Int64 Int128

Bool Unsigned

UInt8 UInt16 UInt32 UInt64 UInt128

Rational AbstractFloat

Float16 Float32 Float64

Legend:

Abstract type

Primitive type

Structure

Figure 1. Location of hyperbolic numbers in Julia’s type hierarchy

After the structure is defined, a new object of type Hyperbolic can be
created by calling the default constructor. So, for example, the number
ℎ = 1 + j3 is given as follows:

h = Hyperbolic{Float64}(1, 3)

After creation, you can access the fields of the structure as h.re and h.jm,
but an attempt changing the value of a field of an already existing object will
result in an error, since structures are immutable entities:

h = Hyperbolic(1, 3).

However, if the argument types are different, then the default constructor
will not be able to implicitly cast and create a new object. In this case, you
must explicitly specify the parametric type

# Float64 и Int64
h = Hyperbolic(1.0, 3) # Error
h = Hyperbolic{Float64}(1.0, 3) # Correct

4.2. Additional constructors

The default constructor is a normal function whose name is the same as
the type name. By creating additional methods for this function, you can
create additional constructors to handle various special cases.
So, for example, in order not to specify a parametric type every time, you

should add a new constructor of the following form:

"""Constructor №2"""
function Hyperbolic(x::Real, y::Real)

return Hyperbolic(promote(x, y)...)
end

The promote function casts the arguments passed to it to a common type
and returns the result as a tuple. Postfix operator ... unpacks the tuple and
passes its elements as arguments to the constructor function. The language
core defines casting rules for all subtypes of the Real abstract type, so now
the constructor will work correctly for any combination of arguments, as long
as the T<:Real rule is fulfilled. For example, the following code will work
correctly:
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# Rational и Float64
h = Hyperbolic(1//3, pi)
>> Hyperbolic{Float64}(0.5, 3.141592653589793)

We passed a rational number (type Rational) and a built-in global constant
(number 𝜋) of type Float64 to the constructor. After that, the type casting
rule worked and both arguments were cast to the type Float64 as more
general.

Declaring two more additional constructors will allow you to specify hyper-
bolic numbers with zero imaginary part:

"""Constructor №3"""
function Hyperbolic{T}(x::Real) where {T<:Real}

return Hyperbolic{T}(x, 0)
end
"""Constructor №4"""
function Hyperbolic(x::Real)

return Hyperbolic(promote(x, 0)...)
end

Constructor number 3 is a parametric function that is declared using the
where construct. The T is a subtype of the abstract type Real. Constructor
number 4 works similarly to constructor number 2.

Two more constructors will allow you to pass other hyperbolic numbers as
an argument to the constructor:

"""Constructor №5"""
function Hyperbolic{T}(h::Hyperbolic) where {T<:Real}

Hyperbolic{T}(h.re, h.jm)
end
"""Constructor №6"""
function Hyperbolic(h::Hyperbolic)

return Hyperbolic(promote(h.re, h.jm)...)
end

For more convenience, you can also create a separate constant for the imag-
inary cost j:

const jm = Hyperbolic(0, 1)

4.3. Data printing

To be able to print hyperbolic type values in a compact and readable form,
you should add the appropriate methods to the show function from the Base
module:

function Base.show(io::IO, h::Hyperbolic)
print(io, h.re, "+", h.jm, "j")

end

Function show is used when printing data to the console, in particular, it is
called by the println and macro @show. The code and output listings below
will assume that the show method has been added for hyperbolic numbers.
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4.4. Type casting

Before proceeding to the implementation of methods for arithmetic oper-
ations with hyperbolic numbers, it is necessary to define the rules for type
casting. To do this, create a new method for the function promote_rule from
the Base module:

function Base.promote_rule(::Type{Hyperbolic{T}}, ::Type{S})

where {T<:Real, S<:Real}↪

return Hyperbolic{promote_type(T, S)}
end
function Base.promote_rule(::Type{Hyperbolic{T}},

::Type{Hyperbolic{S}}) where {T<:Real, S<:Real}↪

return Hyperbolic{promote_type(T, S)}
end

As arguments in promote_rule parametric types are specified, which should
be cast to one enclosing type. In our case, this is possible if one of the types
is a subtype of Real, then the enclosing type is Hyperbolic.
After adding methods for promote_rule, it becomes possible to use func-

tions promote, promote_type and convert:

>>h = Hyperbolic(1 // 2)
>>promote(h, 1)
(1//2+0//1j, 1//1+0//1j)
>>promote_type(Hyperbolic{Int64}, Float32)
Hyperbolic{Float32}

The first function is already familiar to us. The second allows you to infer
the enclosing type not of specific variable values, but of the types themselves.
A type in Julia is an object of the first kind (type DataType) and can be
assigned to other variables, passed as function arguments, and so on.
Function convert allows you to convert the type specific value, for example:

>>convert(Hyperbolic, 1)
1+0j

After adding methods for type casting, you can start adding methods for
arithmetic operations. A feature of Julia is the implementation of arithmetic
operations not in the form of operators, but in the form of functions. For
example, the following calls are correct:

>>+(1,2)
3
>>+(1,2,3,4)
10
>>+((i for i in 1:10)...)
55

In this regard, adding methods for arithmetic operations is no different
from the corresponding process for other functions.
Adding methods for unary operations + and - is carried out as follows:

Base.:+(h::Hyperbolic) = Hyperbolic(+h.re, +h.jm)
Base.:-(h::Hyperbolic) = Hyperbolic(-h.re, -h.jm)

This is an abbreviated function declaration.
Similarly, methods are added for binary addition, subtraction, multiplica-

tion, and division. Here is the code for addition and multiplication:
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# Binary + and *
function Base.:+(x::Hyperbolic, y::Hyperbolic)

xx = x.re + y.re
yy = x.jm + y.jm
Hyperbolic(xx, yy)

end
function Base.:*(x::Hyperbolic, y::Hyperbolic)

xx = x.re * y.re + x.jm * y.jm
yy = x.re * y.jm + x.je * y.re
return Hyperbolic(xx, yy)

end

5. Conclusion

We examined the mechanism of multiple dispatch underlying the Julia
language, using the example of the implementation of hyperbolic numbers.
This example allowed us to touch upon such concepts of the language as
the hierarchy of data types, composite data types, type casting mechanisms,
function overloading (creating new methods for functions in terms of the Julia
language), etc.
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Реализация гиперболических комплексных чисел
на языке Julia
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Аннотация. Гиперболические комплексные числа применяются при описании
гиперболических пространств. Одним из известных примеров таких пространств
является пространство Минковского, играющее ведущее значение в задачах част-
ной теории относительности, электродинамики. Однако такие числа не очень
распространены в разных языках программирования. Представляет интерес
реализация гиперболических комплексных чисел в языках научного програм-
мирования, в частности в языке Julia. В основе языка Julia лежит концепция
множественной диспетчеризации (multiple dispatch). Эта концепция является
расширением концепции полиморфизма для объектно-ориентированных языков
программирования. Разработана библиотека для Julia, реализующая гипербо-
лические комплексные числа. По результатам исследования можно сделать
вывод об удобстве и естественности концепции множественной диспетчеризации
в языках научного программирования.

Ключевые слова: язык программирования Julia, множественная диспетчериза-
ция, абстрактные типы данных, конвертация типов, параметрические структуры,
гиперболические комплексные числа
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Abstract. The paper discusses the relationship between the modes traveling along
the axis of the waveguide and the standing modes of a cylindrical resonator, and
shows how this relationship can be explored using the Sage computer algebra system.
In this paper, we study this connection and, on its basis, describe a new method for
constructing the dispersion curve of a waveguide with an optically inhomogeneous
filling. The aim of our work was to find out what computer algebra systems can
give when calculating the points of the waveguide dispersion curve. Our method for
constructing the dispersion curve of a waveguide with optically inhomogeneous filling
differs from those proposed earlier in that it reduces this problem to calculating the
eigenvalues of a self-adjoint matrix, i.e., a well-studied problem. The use of a self-
adjoint matrix eliminates the occurrence of artifacts associated with the appearance
of a small imaginary addition to the eigenvalues. We have composed a program in
the Sage computer algebra system that implements this method for a rectangular
waveguide with rectangular inserts and tested it on SLE modes. The obtained results
showed that the program successfully copes with the calculation of the points of
the dispersion curve corresponding to the hybrid modes of the waveguide, and the
points found fit the analytical curve with graphical accuracy even when with a small
number of basis elements taken into account.

Key words and phrases: waveguide, Maxwell’s equations, normal modes, partial
radiation conditions

1. Introduction

In classical electrodynamics, there are two related spectral problems —
the problem of the normal modes of the waveguide and the problem of
eigenmodes of the resonator. Recall their formulations.
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Let 𝐺 be a regular domain in ℝ3, below referred to as a resonator. A non-
trivial field of the form

⃗𝐸 = ⃗𝐸(𝑥, 𝑦, 𝑧)𝑒𝑖𝜔𝑡, 𝐻⃗ = 𝐻⃗(𝑥, 𝑦, 𝑧)𝑒𝑖𝜔𝑡,

satisfying the system of homogeneous Maxwell equations and boundary con-
ditions

𝑛⃗ × ⃗𝐸 = 0, 𝑛⃗ ⋅ 𝐻⃗ = 0,
is called the eigenmode, and the corresponding value of the positive parameter
𝜔 is called the eigenfrequency, instead of which the wave number 𝑘 = 𝜔/𝑐
is usually used. To find the eigenfrequencies, it is necessary to solve the
eigenvalue problem

rot ⃗𝐸 = −𝑖𝑘𝜇𝐻⃗, rot𝐻⃗ = 𝑖𝑘𝜖 ⃗𝐸

with the boundary conditions

𝑛⃗ × ⃗𝐸 = 0, 𝑛⃗ ⋅ 𝐻⃗ = 0.

This problem, like the scalar one, is written as an eigenvalue problem for
a completely continuous self-adjoint operator, and therefore it has a discrete
spectrum, which can be found approximately using the Ritz method [1,
p. 181]. To theoretically substantiate this statement, special Sobolev spaces
are introduced, the embedding theorems for which, unfortunately, have so far
been proved under the assumption of a smooth boundary [2, § 6.1].

Let 𝑆 be a regular domain in ℝ2, let us call the cylinder 𝑆 × ℝ a waveguide.
Assume that the axis 𝑂𝑧 of the used Cartesian coordinate system is directed
along the axis of the cylinder. A non-trivial field of the form

⃗𝐸 = ⃗𝐸(𝑥, 𝑦)𝑒𝑖𝜔𝑡−𝑖𝛾𝑧, 𝐻⃗ = 𝐻⃗(𝑥, 𝑦)𝑒𝑖𝜔𝑡−𝑖𝛾𝑧,

satisfying the system of homogeneous Maxwell equations and boundary con-
ditions

𝑛⃗ × ⃗𝐸 = 0, 𝑛⃗ ⋅ 𝐻⃗ = 0,
is called the normal waveguide mode [3]. In this case, the parameter 𝛽 = 𝛾/𝑐
is called the phase constant. To find it at a fixed frequency, it is required to
solve the eigenvalue problem

rot ⃗𝐸 = −𝑖𝑘𝜇𝐻⃗, rot𝐻⃗ = 𝑖𝑘𝜖 ⃗𝐸

with the boundary conditions

𝑛⃗ × ⃗𝐸 = 0, 𝑛⃗ ⋅ 𝐻⃗ = 0.

Here, rot means a differential operator in which differentiation with respect
to 𝑧 is replaced with multiplication by −𝑖𝛾. The points of the 𝑘𝛾 plane, at
which this problem has a nontrivial solution, form a certain curve called the
waveguide dispersion curve.

The spectral problem for waveguide modes does not belong to any studied
type. In the case when the filling of the waveguide is homogeneous, the
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complete system of waveguide modes can be composed of two types of modes:
transverse magnetic (𝐻𝑧 = 0) and transverse electric (𝐸𝑧 = 0) ones. The
Borgnis theory of functions makes it possible to reduce the study of such modes
to the study of the Laplace operator spectrum. In this case, the dispersion
curve turns out to be the union of a countable number of hyperbolas [3, 4].
Traditionally, this problem is written as an eigenvalue problem with respect

to three field components. The choice of the three field components from

the six components of the vectors ⃗𝐸 and 𝐻⃗ can be done in different ways,
which leads to different formulations of the problem. A.N. Bogolyubov
and T.V. Edakina [5, 6] and Frank Schmidt [7, 8] used the components

of vector 𝐻⃗, in the papers by E. Lezar and D. Davidson [9] vector ⃗𝐸 was
used, A. L. Delitsyn [10–13] formulated the problem in terms of 𝐻𝑥, 𝐻𝑦, 𝐸𝑧.
Normal modes of an axially symmetric waveguide with a dielectric core were
considered by N.A. Novoselova, S. B. Raevsky and A.A. Titarenko [14], as
well as by A. L. Delitsyn and S. I. Kruglov [15]. Potentials can be used instead
of fields, for example, four scalar functions, as proposed in Refs. [16–18].
Finally, with considerable efforts, it is possible to reduce the spectral problem
to the study of the spectrum of a self-adjoint quadratic pencil [19].
Traditionally, the spectral problem of the theory of waveguides was consid-

ered as an eigenvalue problem with respect to the parameter 𝛾, and the wave
number was considered given. This approach is justified, since the problem
of waveguide diffraction considers the incidence of a monochromatic wave,
which partially passes through and is partially reflected from the inhomogene-
ity; in this case, transmitted and reflected waves arise, travelling from the
inhomogeneity, but having the same frequency as the incident wave. On the
other hand, to construct a dispersion curve, it is quite unnecessary to to cal-
culate its points at a sequence of frequency values. It is possible to search
for its points at fixed values of 𝛾. What is of importance here is only the
convenience of solving the problem.
It is obvious from physical considerations that there should be a simple

relationship between the modes traveling along the waveguide axis and the
standing modes of the cylindrical resonator. In this paper, we investigate this
relationship and, based on it, describe a new method for constructing the
dispersion curve of a waveguide with an optically inhomogeneous filling.

2. Relation between travelling and standing modes

We managed to express the relation between the travelling and standing
modes by two theorems.

Theorem 1. If the waveguide 𝑆 × ℝ has a normal mode

⃗𝐸 = ⃗𝐸(𝑥, 𝑦)𝑒𝑖𝜔𝑡−𝑖𝛾𝑧, 𝐻⃗ = 𝐻⃗(𝑥, 𝑦)𝑒𝑖𝜔𝑡−𝑖𝛾𝑧

at certain values of 𝜔, 𝛾, then the resonator 𝑆 × [0, 𝜋𝑛/𝛾] has an eigenmode at
the same 𝜔, 𝛾.

Theorem 2. If the resonator 𝑆 × [0, 𝐿] has an eigenmode

⃗𝐸 = ⃗𝐸(𝑥, 𝑦, 𝑧)𝑒𝑖𝜔𝑡, 𝐻⃗ = 𝐻⃗(𝑥, 𝑦, 𝑧)𝑒𝑖𝜔𝑡
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whose components have continuous derivatives at 𝑧 = 0, 𝐿, then it also has an
eigenmode

𝐸𝑥,𝑦 = 𝐸𝑥,𝑦(𝑥, 𝑦) sin 𝜋𝑛𝑧
𝐿

𝑒𝑖𝜔𝑡, 𝐸𝑧 = 𝐸𝑧(𝑥, 𝑦) cos 𝜋𝑛𝑧
𝐿

𝑒𝑖𝜔𝑠𝑡,

𝐻𝑥,𝑦 = 𝐻𝑥,𝑦(𝑥, 𝑦) cos 𝜋𝑛𝑧
𝐿

𝑒𝑖𝜔𝑡, 𝐻𝑧 = 𝐻𝑧(𝑥, 𝑦) sin 𝜋𝑛𝑧
𝐿

𝑒𝑖𝜔𝑡,

for some natural value 𝑛, and the waveguide 𝑆 × ℝ has a normal mode at the
same frequency 𝜔 and 𝛾 = 𝜋𝑛/𝐿.

Proven theorems allow us to reduce the solution of the spectral problem of
the theory of waveguides to the solution of the spectral problem of the theory
of cylindrical resonators.

3. Eigenmodes of resonators

Let 𝐺 be a resonator filled with a substance characterized, generally speak-
ing, by variable 𝜖 and constant 𝜇. In this case, it is convenient to exclude

⃗𝐸 from the system of Maxwell equations and write down the system of
second-order equations

rot
1
𝜖
rot𝐻⃗ = 𝑘2𝜇𝐻⃗, (1)

to which the boundary conditions should be added

𝐻⃗ ⋅ 𝑛⃗ = 0, rot𝐻⃗ × 𝑛⃗ = 0 (2)

Every non-trivial solution 𝐻⃗ of the problem (1), (2) has an eigenmode

⃗𝐸 = 1
𝑖𝑘𝜖

rot𝐻𝑒𝑖𝜔𝑡, 𝐻⃗ = 𝐻⃗𝑒𝑖𝜔𝑡

of the resonator 𝐺. Let us multiply (1) by the test vector ⃗𝐹, integrate over 𝐺
and apply the integration by parts:

∭
𝐺

rot ⃗𝐹 ∗ ⋅ rot𝐻⃗ 𝑑𝑥𝑑𝑦𝑑𝑧
𝜖

− 𝑘2𝜇 ∭
𝐺

⃗𝐹 ∗ ⋅ 𝐻⃗𝑑𝑥𝑑𝑦𝑑𝑧 = 0. (3)

The closure of the set of vectors ⃗𝐹 ∈ 𝐶1(𝐺) satisfying the condition

div ⃗𝐹 = 0 in 𝐺 and ⃗𝐹 ⋅ 𝑛 = 0 on its boundary, in the norm generated by the
scalar product

( ⃗𝐹 , 𝐻⃗) = ∭
𝐺

rot ⃗𝐹 ∗ ⋅ rot𝐻⃗ 𝑑𝑥𝑑𝑦𝑑𝑧
𝜖

+ 𝜇 ∭
𝐺

⃗𝐹 ∗ ⋅ 𝐻⃗𝑑𝑥𝑑𝑦𝑑𝑧,

is a Hilbert space, which we will denote as ℌ(𝐺). The generalized eigenmode of
the resonator 𝐺 is the nonzero vector 𝐻⃗ ∈ ℌ(𝐺) that satisfies the identity (3)
for any vector ⃗𝐹 ∈ ℌ(𝐺).
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It follows from the embedding theorem [2] that there exists a completely

continuous self-adjoint operator ̂𝐴 such that

𝜇 ∭
𝐺

⃗𝐹 ∗ ⋅ 𝐻⃗𝑑𝑥𝑑𝑦𝑑𝑧 = ∭
𝐺

rot ⃗𝐹 ∗ ⋅ rot( ̂𝐴𝐻⃗)𝑑𝑥𝑑𝑦𝑑𝑧
𝜖

.

Therefore, the relation (3) can be written as 𝐻⃗ = 𝑘2 ̂𝐴𝐻⃗.
Hence, the eigenfrequencies of the resonator form an infinitely large sequence,

and the eigenmodes corresponding to them form an orthonormal basis in the
space ℌ(𝐺).
The eigenvalues of a self-adjoint, completely continuous operator can be

found using the Ritz method, it is only necessary to choose the basis of the
space ℌ(𝐺) in a proper way.

4. Dispersion curve of a waveguide

Let us consider the points of intersection of the waveguide dispersion curve
𝑆 × ℝ with the straight line 𝛾 = const. Each such point corresponds to the
normal mode of the waveguide, and, by virtue of theorem 1, to the eigenmode
of the resonator 𝑆 × [0, 𝜋/𝛾]. The eigenfrequencies of this resonator form an
infinite monotonic sequence 𝜔1, 𝜔2, … . By virtue of theorem 2, these points
correspond to modes from which one can construct normal waveguide modes.
From here a theorem immediately follows.

Theorem 3. The points of intersection of the waveguide dispersion curve
𝑆 × ℝ with the straight line 𝛾 = const form a countable set of points, whose set
of abscissas coincides with the set of the resonator eigenfrequencies 𝑆 × [0, 𝜋/𝛾].

Thus, in order to construct a dispersion curve, it is necessary to solve the
self-adjoint problem of natural vibrations of a cylindrical resonator 𝐺 using
the Ritz method. The choice of a basis is complicated by the fact that the

elements of the space ℌ(𝐺) must satisfy the condition div ⃗𝐹 = 0.
To construct such a basis, we took the eigenfunctions 𝜙𝑛 of the Dirichlet

problem on the section of a cylinder

Δ2𝜙 + 𝛼2𝜙 = 0, 𝜙|𝜕𝑆 = 0

and eigenfunctions 𝜓𝑛 of the Neumann problem on the section of a cylinder

Δ2𝜓 + 𝛽2𝜓 = 0, 𝜕𝜓
𝜕𝑛

∣
𝜕𝑆

= 0.

We will take orthonormal systems 𝜙𝑛 and 𝜓𝑛 with respect to 𝐿2(𝑆). With
their help, we construct the basis formed by TM fields

𝐻⃗ =
⎛⎜⎜⎜
⎝

𝜕𝑦𝜙𝑛(𝑥, 𝑦)
−𝜕𝑥𝜙𝑛(𝑥, 𝑦)

0

⎞⎟⎟⎟
⎠

cos 𝑠𝛾𝑧, 𝑛, 𝑚 ∈ ℕ,
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and another basis for the TE fields

𝐻⃗ =
⎛⎜⎜⎜
⎝

𝛾𝜕𝑥𝜓𝑛(𝑥, 𝑦) cos 𝑠𝛾𝑧
𝛾𝜕𝑦𝜓𝑛(𝑥, 𝑦) cos 𝑠𝛾𝑧
𝛽2

𝑛𝜓𝑛(𝑥, 𝑦) sin 𝑠𝛾𝑧

⎞⎟⎟⎟
⎠

, 𝑛 ∈ ℕ, 𝑚 ∈ ℤ, 𝑚 ⩾ 0,

where 𝛾 = 𝜋/𝐿, and 𝑠 takes integer values, but for our case when 𝜖 is
independent of 𝑧, it is sufficient to take 𝑠 = 1.
Truncating the infinite system to the first 𝑁 basis functions, we reduce the

problem of finding the wave numbers (3) to an algebraic eigenvalue problem

̂𝐴𝐻 = 𝑘2𝐵̂𝐻. (4)

If we agree to write the first 𝑁 TM waves, and then the first 𝑁 TE waves,
then the matrices of this system will have a block form

̂𝐴 = (𝐴11, 𝐴12
𝐴21, 𝐴22

) , 𝐵̂ = (𝐵11, 0
0, 𝐵22

) .

We composed the matrix elements as integrals over a cylinder and took

those integrals that could be calculated explicitly for 𝜖(𝑥, 𝑦). The matrix 𝐵̂
turned out to be diagonal, and

𝐵11 = diag(𝛼2
𝑛𝜇
2

) , 𝐵22 = diag(𝛽2
𝑛𝜇
2

(𝛾2 + 𝛽2
𝑛)) .

Therefore, the generalized eigenvalue problem (4) is reduced to the standard
eigenvalue problem:

𝐷̂𝐻⃗ = 𝑘2𝐻⃗.
The elements of the symmetric matrix 𝐷̂ are defined as double integrals:

𝑑𝑛,𝑚 = 𝛾2

𝛼𝑛𝛼𝑚
∬
𝑆

(∇𝜙𝑛 ⋅ ∇𝜙𝑚) 𝑑𝑥𝑑𝑦
𝜖𝜇

+ 𝛼𝑛𝛼𝑚 ∬
𝑆

𝜙𝑛𝜙𝑚
𝑑𝑥𝑑𝑦

𝜖𝜇
,

𝑛, 𝑚 = 1, … , 𝑁1,

𝑑𝑛,𝑚 = 𝛾
𝛼𝑛𝛽𝑚

√𝛽2
𝑚 + 𝛾2 ∬

𝑆

𝜕𝜓𝑚𝜙𝑛
𝜕𝑥𝑦

𝑑𝑥𝑑𝑦
𝜖𝜇

,

𝑛 = 1, … , 𝑁1, 𝑚 = 𝑁1 + 1, … 𝑁1 + 𝑁2,

𝑑𝑛,𝑚 = 1
𝛽𝑛𝛽𝑚

√𝛽2
𝑚 + 𝛾2√𝛽2

𝑛 + 𝛾2 ∬
𝑆

∇𝜓𝑛 ⋅ ∇𝜓𝑚
𝑑𝑥𝑑𝑦

𝜖𝜇
,

𝑛, 𝑚 = 𝑁1 + 1, … , 𝑁1 + 𝑁2.
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5. Calculation of the points of the waveguide dispersion
curve in the Sage system

As is usually the case when applying the Ritz method, the matrix elements
are integrals, which in the general case are calculated approximately. To avoid
this problem in the first tests, we considered a special case when all integrals
are calculated in elementary functions.
Consider a rectangular waveguide 𝑆 = 𝐿𝑥 × 𝐿𝑦 with uniform filling 𝜖0 = 1

and 𝜇 = 1 (see figure 1). Inside it we place a rectangular insert 𝑆1 with
constant filling 𝜖1 and 𝜇 = 1. In this case, 𝜙𝑛 and 𝜓𝑛 are products of sines
and cosines, and the matrix elements are integrals of such products over
rectangular regions.

O

Figure 1. Waveguide cross section

We compiled a program (https://github.com/malykhmd) in the Sage
computer algebra system that calculates these integrals in symbolic form,

composes the 𝐷̂ matrix for any given numerical value of 𝛾, and calculates its
eigenvalues using the standard linalg library function.
To test this program, we considered a waveguide in which the insert occupies

the bottom half (see figure 1). In this case, two families of normal modes can
be written analytically: SLE and SLH modes [4]. This example is interesting
because these modes are hybrid and cannot be found by methods that ignore
this effect.
Figures 2, 3, and 4 demonstrate the results of analytical and numerical

calculations performed using our program. It is clearly seen that for lower
modes, the points found by our program fit the analytical curve with graphical
accuracy even when a very small number of basis elements are taken into
account (three for each direction). This is not hindered by the proximity of
the neighboring arc due to the close values of 𝜖0 and 𝜖1. The accuracy of the
calculations decreases with the growth of 𝜖1, but when using 10 modes the
calculated points fit the analytical curve even at 𝜖1 = 2 (see figure 4).

The obtained results showed that the program successfully copes with the
calculation of the points of the dispersion curve corresponding to the hybrid
modes of the waveguide, and the points found fit the analytical curve with
graphical accuracy even when with a small number of basis elements taken
into account.
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Figure 2. Dispersion curve of a waveguide with an insert at 𝐿𝑥 = 1, 𝐿𝑦 = 2. The dots
indicate the points of the dispersion curve found numerically (3 modes were taken in each

of the directions), the solid lines are arcs of the dispersion curve corresponding

to the SLE modes
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(c) 𝜖1 = 2

Figure 3. Dispersion curve of a waveguide with an insert at 𝐿𝑥 = 1, 𝐿𝑦 = 2. The dots
indicate the points of the dispersion curve found numerically (6 modes are taken in each

of the directions), the solid lines are arcs of the dispersion curve corresponding

to the SLE modes

6. Conclusion

Our approach to constructing the dispersion curve of a waveguide with
an optically inhomogeneous filling differs from those proposed earlier in that
it reduces the problem to calculating eigenvalues of a self-adjoint matrix,
i.e., a well-studied problem. The use of a self-adjoint matrix eliminates the
occurrence of artifacts associated with the appearance of a small imaginary
addition to the eigenvalues.
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Figure 4. Dispersion curve of a waveguide with an insert at 𝐿𝑥 = 1, 𝐿𝑦 = 2. The dots
indicate the points of the dispersion curve found numerically (10 modes were taken in each

of the directions), thesolid lines are arcs of the dispersion curve corresponding

to the SLE modes

We implemented this approach for an example of a rectangular waveguide
with rectangular inserts in the Sage computer algebra system and tested it
using SLE modes. At the same time, it was shown that our program perfectly
copes with calculating the points of the dispersion curve corresponding to the
hybrid modes of the waveguide.
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О дисперсионной кривой волновода, заполненного
неоднородным веществом
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Аннотация. В статье рассматривается связь между модами, бегущими вдоль
оси волновода, и стоячими модами цилиндрического резонатора. Показывается,
как данная связь может быть исследована с помощью системы компьютерной
алгебры Sage. В работе мы исследуем эту связь и на её основе описываем новый
метод построения дисперсионной кривой волновода с оптически неоднородным
заполнением. Целью нашей работы было выяснить, что могут дать системы ком-
пьютерной алгебры при вычислении (точек) дисперсионной кривой волновода.
Метод построения дисперсионной кривой волновода с оптически неоднородным
заполнением, предложенный нами, отличается от предложенных ранее тем, что
сводит эту задачу к вычислению собственных значений самосопряжённой мат-
рицы, то есть к задаче, хорошо изученной. Использование самосопряжённой
матрицы исключает возникновение артефактов, связанных с появлением малой
мнимой добавки у собственных значений. Мы составили программу в системе
компьютерной алгебры Sage, в которой реализован этот метод для волново-
да прямоугольного сечения с прямоугольными вставками, и протестировали
её на SLE-модах. Полученные результаты показали, что программа успешно
справляется с вычислением точек дисперсионной кривой, отвечающих гибрид-
ным модам волновода, и найденные точки с графической точностью ложатся
на аналитическую кривую даже при небольшом числе учитываемых базисных
элементов.

Ключевые слова: волновод, уравнения Максвелла, нормальные моды, парци-
альные условия излучения
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Abstract. The paper considers mathematical methods of correction of thermographic
images (thermograms) in the form of temperature distribution on the surface of the
object under study, obtained using a thermal imager. The thermogram reproduces
the image of the heat-generating structures located inside the object under study.
This image is transmitted with distortions, since the sources are usually removed from
its surface and the temperature distribution on the surface of the object transmits
the image as blurred due to the processes of thermal conductivity and heat exchange.
In this paper, the continuation of the temperature function as a harmonic function
from the surface deep into the object under study in order to obtain a temperature
distribution function near sources is considered as a correction principle. This
distribution is considered as an adjusted thermogram. The continuation is carried out
on the basis of solving the Cauchy problem for the Laplace equation — an ill-posed
problem. The solution is constructed using the Tikhonov regularization method. The
main part of the constructed approximate solution is presented as a Fourier series by
the eigenfunctions of the Laplace operator. Discretization of the problem leads to
discrete Fourier series. A modification of the Hamming method for summing Fourier
series and calculating their coefficients is proposed.

Key words and phrases: thermogram, ill-posed problem, Cauchy problem for the
Laplace equation, Tikhonov regularization method, discrete Fourier series

1. Introduction

Thermal imaging methods are widely used in medicine as a means of early
diagnostics [1–4]. Visualization (thermogram) of the temperature distribution
on the surface of the patient’s body contains information about sources of
heat inside the body associated with the functioning of internal organs. In
particular, it contains information about temperature anomalies associated
with pathologies of internal organs. The image on the thermogram, as a rule,
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is distorted due to the process of thermal conductivity, heat exchange and
the relative remoteness of heat sources from the surface of the body.
Within the framework of the chosen mathematical model, it is possible to

correct the image on the thermogram in order to increase the effectiveness
of diagnostics. Since the evolution of the temperature distribution in the
patient’s body is relatively slow, it makes it possible to use stationary models,
in particular, models of harmonic temperature distribution. As an adjusted
thermogram, we will consider the temperature distribution near the sources
obtained by the continuation of the harmonic function from the boundary
(similar to the continuation of gravitational fields in geophysics problems [5]).

In [6], based on the method [7], one of the possible solutions to such
a problem is proposed. The problem, as ill-posed, is solved using the Tikhonov
regularization method [8]. When forming computational algorithms, discrete
Fourier series [9, 10] are used, the coefficients of which are calculated from
functions depending on the coefficient number [11]. To sum up such series,
a modification of the Hamming method [9] is proposed here.

2. Mathematical model and inverse problem

As a mathematical model, we consider a homogeneous heat-conducting
body in the form of a rectangular cylinder

𝐷(𝐹, ∞) = {(𝑥, 𝑦, 𝑧) ∶ 0 < 𝑥 < 𝑙𝑥, 0 < 𝑦 < 𝑙𝑦, 𝐹 (𝑥, 𝑦) < 𝑧 < ∞} ⊂ ℝ3, (1)

limited by the surface

𝑆 = {(𝑥, 𝑦, 𝑧) ∶ 0 < 𝑥 < 𝑙𝑥, 0 < 𝑦 < 𝑙𝑦, 𝑧 = 𝐹(𝑥, 𝑦)}. (2)

We’ll assume that we also know that

𝑎1 < 𝐹(𝑥, 𝑦) < 𝑎2 < 𝐻, (𝑥, 𝑦) ∈ Π, (3)

Π = {(𝑥, 𝑦) ∶ 0 < 𝑥 < 𝑙𝑥, 0 < 𝑦 < 𝑙𝑦}. (4)

The domain 𝐷(𝐹, ∞) contains heat sources with a time-independent density
function 𝜌, creating a stationary (harmonic) temperature distribution in the
body. We associate the density function of heat sources with the anomalies
under study. We assume that on side faces Γ of the cylindrical domain
𝐷(𝐹, ∞) a temperature equal to zero is maintained, and on the surface 𝑆 of
the form (2) there is convective heat exchange with the external environment
of temperature 𝑈0, described by Newton’s law, according to which the density
of the heat flux at the point of the surface 𝑆 it is directly proportional to the
temperature difference inside and outside.
It should be borne in mind from a physical point of view that despite the

fact that the density of sources does not depend on time, the heat released
by them is diverted across the boundary, the overall temperature distribution
does not change over time, although the distribution gradient corresponds to
stationary heat flows.
In the domain 𝐷(𝐹, ∞) of the form (1), the temperature distribution is

the solution of a mixed boundary value problem for the Laplace equation
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⎧{{{
⎨{{{⎩

Δ𝑢(𝑀) = 𝜌(𝑀), 𝑀 ∈ 𝐷(𝐹 , ∞),
𝜕𝑢
𝜕𝑛

∣
𝑆

= ℎ(𝑈0 − 𝑢)∣
𝑆
,

𝑢|Γ = 0,
𝑢 is bounded at 𝑧 → ∞.

(5)

We assume that the function 𝜌 is such that the solution of the problem (5)

exists in 𝐶2(𝐷(𝐹 , ∞)) ⋂ 𝐶1(𝐷(𝐹 , ∞)). In particular, the solution of the
problem (5) allows us to find 𝑢|𝑆, i.e. the temperature distribution 𝑢 on the
surface of 𝑆, which we will call a thermogram.

Now let the thermogram be obtained as a result of measurements and
the density of 𝜌 is unknown. Let us now set the inverse problem. We
set the problem of continuation of the temperature distribution from the
surface towards the sources in order to obtain an adjusted thermogram as
the temperature distribution 𝑢|𝑧=𝐻 on the plane 𝑧 = 𝐻, closer to the density
carrier than the surface 𝑆. The plane 𝑧 = 𝐻 is related to the surface 𝑆 by the
condition (3).

We assume that the carrier of the function 𝜌 is located in the domain
𝑧 > 𝐻, then the solution of the problem (5) in the domain

𝐷(𝐹, 𝐻) = {(𝑥, 𝑦, 𝑧) ∶ 0 < 𝑥 < 𝑙𝑥, 0 < 𝑦 < 𝑙𝑦, 𝐹 (𝑥, 𝑦) < 𝑧 < 𝐻} (6)

satisfies the Laplace equation. The set of side faces of the domain 𝐷(𝐹, 𝐻) is
denoted by Γ𝐻.

Inverse problem. Let the function be given within the framework of the
model (5)

𝑓 = 𝑢|𝑆, (7)

and the density of 𝜌 is unknown. It is required to find 𝑢|𝑧=𝐻. It is required
to find 𝑢|𝑧=𝐻.

Since the value of 𝐻 sufficiently arbitrarily defines the plane between the
support of 𝜌 and the surface 𝑆, then in fact the inverse problem consists
in obtaining a solution 𝑢 in the domain 𝐷(𝐹, 𝐻) (6) of the boundary value
problem

⎧{{{
⎨{{{⎩

Δ𝑢(𝑀) = 0, 𝑀 ∈ 𝐷(𝐹 , 𝐻),
𝑢|𝑆 = 𝑓,
𝜕𝑢
𝜕𝑛

∣
𝑆

= ℎ(𝑈0 − 𝑓)∣
𝑆
,

𝑢|Γ𝐻
= 0.

(8)

We assume that the function 𝑓 in (7), (8) is taken from the set of solutions
to the direct problem (5), so the solution to the inverse problem exists in

𝐶2(𝐷(𝐹 , 𝐻)) ⋂ 𝐶1(𝐷(𝐹 , 𝐻)).
Note that in the problem (8) on the surface 𝑆 of the form (2), Cauchy

conditions are set, that is, the boundary values 𝑓 of the desired function 𝑢 and
the values of its normal derivative are set, so the problem (8) has a unique
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solution. The boundary 𝑧 = 𝐻 of the domain 𝐷(𝐹, 𝐻) is free and, thus, the
problem (8) is unstable with respect to errors in the data, i.e. ill-posed.

The function 𝑢|𝑧=𝐻 will be considered as an adjusted thermogram. Since
the plane 𝑧 = 𝐻 is located closer to the support of density 𝜌, it should be
expected that the corrected thermogram more accurately conveys information
about the distribution of heat sources than the original thermogram.

3. Approximate solution of the inverse problem.

Let the function 𝑓 in the problem (8) be given with an error, that is, instead

of 𝑓, the function 𝑓𝛿 is given, so that

‖𝑓𝛿 − 𝑓‖𝐿2(Π) ⩽ 𝛿.

In [6], an approximate solution of the ill-posed problem (8) is constructed
in the form

𝑢𝛿
𝛼(𝑀) = 𝑣𝛿

𝛼(𝑀) + Φ𝛿(𝑀), 𝑀 ∈ 𝐷(𝐹 , 𝐻), (9)

where function (integral over a rectangle Π of the form (4)))

Φ𝛿(𝑀) = ∫
Π

[ℎ(𝑈0 − 𝑓𝛿(𝑥𝑃, 𝑦𝑃))𝜑(𝑀, 𝑃)∣
𝑃∈𝑆

𝑛1(𝑥𝑃, 𝑦𝑃)−

− 𝑓𝛿(𝑥𝑃, 𝑦𝑃)(n1, ∇𝑃 𝜑(𝑀, 𝑃))∣
𝑃∈𝑆

]𝑑𝑥𝑃 𝑑𝑦𝑃 (10)

is calculated using the problem (8) data, the Dirichlet problem source function

𝜑(𝑀, 𝑃) = 2
𝑙𝑥𝑙𝑦

∞
∑

𝑛,𝑚=1

𝑒−𝑘𝑛𝑚|𝑧𝑀−𝑧𝑃|

𝑘𝑛𝑚
×

× sin
𝜋𝑛𝑥𝑀

𝑙𝑥
sin

𝜋𝑚𝑦𝑀
𝑙𝑦

sin
𝜋𝑛𝑥𝑃

𝑙𝑥
sin

𝜋𝑚𝑦𝑃
𝑙𝑦

in the cylinder

𝐷∞ = {(𝑥, 𝑦, 𝑧) ∶ 0 < 𝑥 < 𝑙𝑥, 0 < 𝑦 < 𝑙𝑦, −∞ < 𝑧 < ∞} ⊂ ℝ3,

the normal to the surface 𝑆 of the form (2)

n1 = grad (𝐹(𝑥, 𝑦) − 𝑧) = ∇𝑥𝑦𝐹 − k, 𝑛1 = |n1|.

The function 𝑣𝛿
𝛼, which is an approximation to the density potential 𝜌 [12]

was obtained in [6] using the Tikhonov regularization method [5]

𝑣𝛿
𝛼(𝑀) = −

∞
∑

𝑛,𝑚=1

Φ̃𝛿
𝑛𝑚(𝑎) exp{𝑘𝑛𝑚(𝑧𝑀 − 𝑎)}

1 + 𝛼 exp{2𝑘𝑛𝑚(𝐻 − 𝑎)}
sin

𝜋𝑛𝑥𝑀
𝑙𝑥

sin
𝜋𝑚𝑦𝑀

𝑙𝑦
, (11)
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where 𝛼 > 0,

𝑘𝑛𝑚 = 𝜋(𝑛2

𝑙2𝑥
+ 𝑚2

𝑙2𝑦
)

1/2

,

Φ̃𝛿
𝑛𝑚(𝑎) — Fourier coefficients of the function Φ𝛿(𝑀) of the form (10)

Φ̃𝛿
𝑛𝑚(𝑎) = 4

𝑙𝑥𝑙𝑦
∫
Π

Φ𝛿(𝑥, 𝑦, 𝑎) sin 𝜋𝑛𝑥
𝑙𝑥

sin
𝜋𝑚𝑦

𝑙𝑦
𝑑𝑥𝑑𝑦, 𝑎 < 𝑎1. (12)

For the Fourier coefficients Φ̃𝛿
𝑛𝑚(𝑎) in [11] the expression

Φ̃𝛿
𝑛𝑚(𝑎) = Φ̃𝛿

1,𝑛𝑚(𝑎) + Φ̃𝛿
2,𝑛𝑚(𝑎) (13)

is obtained, where

Φ̃𝛿
1,𝑛𝑚(𝑎) = 4

𝑙𝑥𝑙𝑦
∫
Π

[ℎ(𝑈0 − 𝑓𝛿(𝑥, 𝑦))×

× 𝑒−𝑘𝑛𝑚(𝐹(𝑥,𝑦)−𝑎)

2𝑘𝑛𝑚
𝑛1(𝑥, 𝑦) sin 𝜋𝑛𝑥

𝑙𝑥
sin

𝜋𝑚𝑦
𝑙𝑦

]𝑑𝑥𝑑𝑦, (14)

Φ̃𝛿
2,𝑛𝑚(𝑎) =

= 4
𝑙𝑥𝑙𝑦

∫
Π

𝑓𝛿(𝑥, 𝑦)𝜋𝑛𝑒−𝑘𝑛𝑚(𝐹(𝑥,𝑦)−𝑎)

2𝑙𝑥𝑘𝑛𝑚
𝐹 ′

𝑥(𝑥, 𝑦) cos 𝜋𝑛𝑥
𝑙𝑥

sin
𝜋𝑚𝑦

𝑙𝑦
𝑑𝑥𝑑𝑦+

+ 4
𝑙𝑥𝑙𝑦

∫
Π

𝑓𝛿(𝑥, 𝑦)𝜋𝑚𝑒−𝑘𝑛𝑚(𝐹(𝑥,𝑦)−𝑎)

2𝑙𝑦𝑘𝑛𝑚
𝐹 ′

𝑦(𝑥, 𝑦) sin 𝜋𝑛𝑥
𝑙𝑥

cos
𝜋𝑚𝑦

𝑙𝑦
𝑑𝑥𝑑𝑦+

+ 2
𝑙𝑥𝑙𝑦

∫
Π

𝑓𝛿(𝑥, 𝑦)𝑒−𝑘𝑛𝑚(𝐹(𝑥,𝑦)−𝑎) sin
𝜋𝑛𝑥
𝑙𝑥

sin
𝜋𝑚𝑦

𝑙𝑦
𝑑𝑥𝑑𝑦. (15)

Thus, the Fourier coefficients Φ̃𝛿
𝑛𝑚(𝑎) are calculated as the sum of formally

calculated Fourier coefficients in accordance with (12) over orthogonal systems

{sin 𝜋𝑛𝑥
𝑙𝑥

sin
𝜋𝑚𝑦

𝑙𝑦
}

∞

𝑛,𝑚=1

, {cos 𝜋𝑛𝑥
𝑙𝑥

sin
𝜋𝑚𝑦

𝑙𝑦
}

∞

𝑛,𝑚=1

,

{sin 𝜋𝑛𝑥
𝑙𝑥

cos
𝜋𝑚𝑦

𝑙𝑦
}

∞

𝑛,𝑚=1

,
(16)

of functions depending, apart from the arguments 𝑥 and 𝑦, on the number
𝑛𝑚 of the Fourier coefficients.
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4. Formation of an approximate solution based
on discrete Fourier series

When discretizing the [13] problem (8) and performing numerical calcula-
tions using the formulas (11), (13), (14), (15) it is natural to pass to calculating
the values of the approximate solution of the problem (8) on the grid of the
values of the arguments 𝑥 and 𝑦

𝜔 = {(𝑥𝑖, 𝑦𝑗) ∶ 𝑥𝑖 = 𝑖𝑙𝑥
𝑁𝑥

, 𝑖 = 0, 1, … , 𝑁𝑥, 𝑦𝑗 =
𝑗𝑙𝑦
𝑁𝑦

, 𝑗 = 0, 1, … , 𝑁𝑦} . (17)

In this case, there is no need to use infinite Fourier series. One can pass to
discrete Fourier series [9, 10], in this case two-dimensional.
The discrete Fourier series has an interpolation property, that is, the discrete

Fourier series (by definition, representing a finite sum) with coefficients
calculated by the corresponding formulas coincides on the grid with the values
of the function. For example, if on the grid

𝑥𝑖 = 𝑖 𝑙
𝑁

, 𝑖 = 0, 1, … , 𝑁, (18)

the grid function 𝑓 = (𝑓0, 𝑓1, … , 𝑓𝑁−1, 𝑓𝑁) is given (when expanding into
a discrete Fourier series in terms of sines, we assume that 𝑓0 = 𝑓𝑁 = 0). Then
the function 𝑓 can be represented by a discrete Fourier series in terms of
sines [10]

𝑓𝑖 =
𝑁−1
∑
𝑖=1

𝑏𝑘 sin
𝜋𝑘𝑥𝑖

𝑙
=

𝑁−1
∑
𝑖=1

𝑏𝑘 sin
𝜋𝑘𝑖
𝑁

, 𝑖 = 0, 1, … , 𝑁, (19)

where the coefficients 𝑏𝑘 are calculated by the formula (equivalent to the
trapezoid formula for the corresponding integral in the theory of Fourier
series):

𝑏𝑘 = 2
𝑁

𝑁−1
∑
𝑖=1

𝑓𝑖 sin
𝜋𝑘𝑖
𝑁

, 𝑘 = 1, … , 𝑁 − 1. (20)

In other words, if the discrete series coefficients are calculated in accordance
with the formula (20), then the discrete series (19) is exactly equal to the
values of the function 𝑓𝑖, 𝑖 = 0, 1, … , 𝑁.
Applying discrete Fourier series to the approximate solution (9) on the

grid (17) for each fixed 𝑧, 𝑎2 < 𝑧 < 𝐻, will lead to the formula for 𝑣𝛿
𝛼:

(𝑣𝛿
𝛼)

𝑖𝑗
(𝑧) = −

𝑁𝑦−1

∑
𝑚=1

𝑁𝑥−1

∑
𝑛=1

Φ̃𝛿
𝑛𝑚(𝑎) exp{𝑘𝑛𝑚(𝑧 − 𝑎)}

1 + 𝛼 exp{2𝑘𝑛𝑚(𝐻 − 𝑎)}
sin

𝜋𝑛𝑖
𝑁𝑥

sin
𝜋𝑚𝑗
𝑁𝑦

,

𝑖 = 0, … , 𝑁𝑥, 𝑗 = 0, … , 𝑁𝑦.
(21)

In this case, the integrals in calculating Φ̃𝛿
𝑛𝑚(𝑎) by the formulas (13), (15),

(14) it is natural to replace with formulas corresponding to the calculation of
the coefficients of the discrete Fourier series of the form
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Φ̃𝛿
𝑛𝑚(𝑎) = 4

𝑁𝑥𝑁𝑦

𝑁𝑥−1

∑
𝑖=1

𝑁𝑦−1

∑
𝑗=1

𝑓𝑖𝑗(𝑛, 𝑚) sin 𝜋𝑛𝑖
𝑁𝑥

sin
𝜋𝑚𝑗
𝑁𝑦

+

+ 4
𝑁𝑥𝑁𝑦

𝑁𝑥−1

∑
𝑖=1

𝑁𝑦−1

∑
𝑗=1

𝑔𝑖𝑗(𝑛, 𝑚) cos 𝜋𝑛𝑖
𝑁𝑥

sin
𝜋𝑚𝑗
𝑁𝑦

+

+ 4
𝑁𝑥𝑁𝑦

𝑁𝑥−1

∑
𝑖=1

𝑁𝑦−1

∑
𝑗=1

𝑝𝑖𝑗(𝑛, 𝑚) sin 𝜋𝑛𝑖
𝑁𝑥

cos
𝜋𝑚𝑗
𝑁𝑦

, (22)

(𝑛 = 1, 2, … , 𝑁𝑥 − 1, 𝑚 = 1, 2, … , 𝑁𝑦 − 1) on the grid 𝜔 of the form (17). To

simplify the notation of integrands in integrals corresponding to systems (16),
the notation 𝑓, 𝑔, 𝑝 is introduced. A feature of calculating the coefficients
of a discrete series in this case is that the functions 𝑓, 𝑔, 𝑝, in addition to
the arguments 𝑥𝑖 and 𝑦𝑗, depend on the indices 𝑛 and 𝑚 of the Fourier

coefficients.

5. Summation of a discrete Fourier series and
calculation of its coefficients by the Hamming method

Here we give some modification of the Hamming method [9] and its proof,
related to the representation of a function as a discrete Fourier series in terms
of sines or cosines on the interval [0, 𝑙].
We now assume that the coefficients of the discrete series of some grid

function 𝑤

𝑤𝑖 =
𝑁−1
∑
𝑘=1

𝑏𝑘 sin
𝜋𝑘𝑖
𝑁

, 𝑖 = 0, 1, … , 𝑁 (23)

are calculated formally in accordance with (20), where the values of the
function 𝑓 formally depend on the number 𝑘 of the coefficient 𝑏𝑘, i.e.

𝑏𝑘 = 2
𝑁

𝑁−1
∑
𝑖=1

𝑓𝑖(𝑘) sin 𝜋𝑘𝑖
𝑁

= 2
𝑁

𝑁
∑
𝑖=0

𝑓𝑖(𝑘) sin 𝜋𝑘𝑖
𝑁

, 𝑘 = 1, … , 𝑁 − 1 (24)

while maintaining the condition

𝑓0(𝑘) = 𝑓𝑁(𝑘) = 0. (25)

Let us show that the idea of Hamming algorithm [9] for calculating coeffi-
cients 𝑏𝑘 of a discrete Fourier series (23) is also applicable to this situation,
that is, to calculating the sum (24).
We fix the number 𝑘 of the Fourier coefficient. Let us denote for brevity

𝑡𝑘 = 𝜋𝑘/𝑁 and consider the recurrent formulas

⎧{
⎨{⎩

𝑈0 = 0,
𝑈1 = 𝑓𝑁(𝑘),
𝑈𝑚 = (2 cos 𝑡𝑘) 𝑈𝑚−1 − 𝑈𝑚−2 + 𝑓𝑁−𝑚+1(𝑘), 𝑚 = 2, 3, … , 𝑁.

(26)



E.B. Laneev, O. Baaj, On a modification of the Hamming method... 349

Our task is to show that the Fourier coefficients 𝑏𝑘 of the form (24) of the
function 𝑤 of the form (23) can be calculated by the formula

𝑏𝑘 = 2
𝑁

𝑁
∑
𝑖=0

𝑓𝑖(𝑘) sin 𝜋𝑘𝑖
𝑁

= 2
𝑁

𝑈𝑁 sin 𝑡𝑘, (27)

where 𝑈𝑁 is calculated by recurrent formulas (26).

For simplicity of notation, the dependence of 𝑈𝑚 on 𝑘 is not indicated.
Note also that the recurrent formulas (26) use the values 𝑓𝑁(𝑘), … , 𝑓1(𝑘), the
value 𝑓0(𝑘) is not used when forming 𝑈𝑁.

Algorithm (26), (27) obviously allows to avoid calculation of sines in (24)
with argument 𝜋𝑘𝑖/𝑁 when changing indices 𝑖 and 𝑘.

Let us represent the function 𝑓(𝑘) as a sum of functions 𝑓 (𝑖)(𝑘), each of
which is a vector with zero coordinates, except for the coordinate with number
𝑖 equal to 𝑓𝑖(𝑘), that generally speaking, not equal to zero:

𝑓(𝑘) =
𝑁

∑
𝑖=0

𝑓 (𝑖)(𝑘),

𝑓 (𝑖)(𝑘) = (𝑓 (𝑖)
0 (𝑘), … , 𝑓 (𝑖)

𝑁 (𝑘)) = (0, 0, … , 0, 𝑓𝑖(𝑘), 0, … , 0) .
(28)

Note that if the upper and lower indices do not coincide, the coordinate of

the function 𝑓 (𝑖)(𝑘) is equal to zero. Note also that when the grid function is

represented by a sine series, due to (25) 𝑓 (0)(𝑘) = 𝑓 (𝑁)(𝑘) = (0, 0, … , 0).

We apply the recursive formulas (26) to each function 𝑓 (𝑖)(𝑘), 𝑖 =
0, 1, 2, … , 𝑁 (for a fixed 𝑘), denoting result as 𝑈 (𝑖):

⎧
{
⎨
{
⎩

𝑈 (0)
0 = 0,

𝑈 (0)
1 = 𝑓 (0)

𝑁 (𝑘),

𝑈 (0)
𝑚 = 2 cos 𝑡𝑘𝑈 (0)

𝑚−1 − 𝑈 (0)
𝑚−2 + 𝑓 (0)

𝑁−𝑚+1(𝑘), 𝑚 = 2, 3, … , 𝑁,

⎧
{
⎨
{
⎩

𝑈 (1)
0 = 0,

𝑈 (1)
1 = 𝑓 (1)

𝑁 (𝑘),

𝑈 (1)
𝑚 = 2 cos 𝑡𝑘𝑈 (1)

𝑚−1 − 𝑈 (1)
𝑚−2 + 𝑓 (1)

𝑁−𝑚+1(𝑘), 𝑚 = 2, 3, … , 𝑁,
…

⎧
{
⎨
{
⎩

𝑈 (𝑖)
0 = 0,

𝑈 (𝑖)
1 = 𝑓 (𝑖)

𝑁 (𝑘),

𝑈 (𝑖)
𝑚 = 2 cos 𝑡𝑘𝑈 (𝑖)

𝑚−1 − 𝑈 (𝑖)
𝑚−2 + 𝑓 (𝑖)

𝑁−𝑚+1(𝑘), 𝑚 = 2, 3, … , 𝑁,
…
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⎧
{
⎨
{
⎩

𝑈 (𝑁)
0 = 0,

𝑈 (𝑁)
1 = 𝑓 (𝑁)

𝑁 (𝑘),

𝑈 (𝑁)
𝑚 = 2 cos 𝑡𝑘𝑈 (𝑁)

𝑚−1 − 𝑈 (𝑁)
𝑚−2 + 𝑓 (𝑁)

𝑁−𝑚+1(𝑘), 𝑚 = 2, 3, … , 𝑁.
Summing up the corresponding parts of all equalities, due to the linearity

of the recursive formulas, we obtain

⎧
{{{{
⎨
{{{{
⎩

𝑁
∑
𝑖=0

𝑈 (𝑖)
0 = 0,

𝑁
∑
𝑖=0

𝑈 (𝑖)
1 =

𝑁
∑
𝑖=0

𝑓 (𝑖)
𝑁 (𝑘),

𝑁
∑
𝑖=0

𝑈 (𝑖)
𝑚 = 2 cos 𝑡𝑘

𝑁
∑
𝑖=0

𝑈 (𝑖)
𝑚−1 −

𝑁
∑
𝑖=0

𝑈 (𝑖)
𝑚−2 +

𝑁
∑
𝑖=0

𝑓 (𝑖)
𝑁−𝑚+1(𝑘), 𝑚 = 2, 3, … , 𝑁.

Considering (28) for the sum 𝑓 (𝑖)(𝑘) and taking the notation

𝑁
∑
𝑖=0

𝑈 (𝑖)
𝑚 = 𝑈𝑚, 𝑚 = 0, … , 𝑁, (29)

we obtain the recurrent formulas (26). Thus, to prove the formula (27), it

suffices to calculate 𝑈 (𝑖)
𝑁 for all 𝑖 = 0, … , 𝑁.

Let us calculate 𝑈 (𝑖)
𝑁 , singling out the cases 𝑖 = 0, 1, 𝑁 separately. Applying

the recurrent formulas (26) to 𝑓 (𝑖)(𝑘) for 𝑖 = 0, 1 gives

⎧{{{{{
⎨{{{{{⎩

𝑈 (0)
0 = 0,

𝑈 (0)
1 = 𝑓 (0)

𝑁 (𝑘) = 0,

𝑈 (0)
2 = 𝑓 (0)

𝑁−1(𝑘) = 0,
…

𝑈 (0)
𝑁−1 = 𝑓 (0)

2 (𝑘) = 0,

𝑈 (0)
𝑁 = 𝑓 (0)

1 (𝑘) = 0 = 𝑉 (0)
0 ,

⎧{{{{{
⎨{{{{{⎩

𝑈 (1)
0 = 0,

𝑈 (1)
1 = 𝑓 (1)

𝑁 (𝑘) = 0,

𝑈 (1)
2 = 𝑓 (1)

𝑁−1(𝑘) = 0,
…

𝑈 (1)
𝑁−1 = 𝑓 (1)

2 (𝑘) = 0 = 𝑉 (1)
0 ,

𝑈 (1)
𝑁 = 𝑓 (1)

1 (𝑘) = 𝑓1(𝑘) = 𝑉 (1)
1 .

(30)

Applying the recurrent formulas (26) to 𝑓 (𝑖)(𝑘) for 𝑖 = 𝑁 gives

⎧
{{
⎨
{{
⎩

𝑈 (𝑁)
0 = 0 = 𝑉 (𝑁)

0 ,

𝑈 (𝑁)
1 = 𝑓 (𝑁)

𝑁 (𝑘) = 𝑓𝑁(𝑘) = 𝑉 (𝑁)
1 ,

…

𝑈 (𝑁)
𝑚 = (2 cos 𝑡𝑘)𝑉 (𝑁)

𝑚−1 − 𝑉 (𝑁)
𝑚−2, 𝑚 = 2, 3, … , 𝑁.

(31)

Note that for all values of 𝑚 = 2, 3, … , 𝑁 in (31) the value 𝑓 (𝑁)
𝑁−𝑚+1(𝑘) = 0,

since the upper index is not equal to the lower one.
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Applying the recurrent formulas (26) to 𝑓 (𝑖)(𝑘) for 𝑖 = 2, … , 𝑁 − 1 gives

⎧{{{{
⎨{{{{⎩

𝑈 (𝑖)
0 = 0,

…

𝑈 (𝑖)
𝑁−𝑖 = 𝑓 (𝑖)

𝑁−(𝑁−𝑖)+1(𝑘) = 𝑓 (𝑖)
𝑖+1(𝑘) = 0 = 𝑉 (𝑖)

0 ,

𝑈 (𝑖)
𝑁−𝑖+1 = 𝑓 (𝑖)

𝑁−(𝑁−𝑖+1)+1(𝑘) = 𝑓 (𝑖)
𝑖 (𝑘) = 𝑓𝑖(𝑘) = 𝑉 (𝑖)

1 ,

𝑈 (𝑖)
𝑁−𝑖+𝑚 = (2 cos 𝑡𝑘)𝑉 (𝑖)

𝑚−1 − 𝑉 (𝑖)
𝑚−2, 𝑚 = 2, 3, … , 𝑖.

(32)

Here we took into account that 𝑓 (𝑖)
𝑁−(𝑁−𝑖+𝑚)+1(𝑘) = 𝑓 (𝑖)

𝑖+1−𝑚(𝑘) = 0, 𝑚 =
2, 3, … , 𝑖, because the upper and lower indices do not match.

In the formulas (30), (31), (32) we introduced the notation

𝑈 (𝑖)
𝑁−𝑖+𝑚 = 𝑉 (𝑖)

𝑚 , 𝑖 = 0, … , 𝑁, 𝑚 = 0, 1, 2, … , 𝑖. (33)

It is easy to see that quantities 𝑉 (𝑖)
𝑚 are calculated using the same formulas

(26), “skipping” the first 𝑁 − 𝑖 − 1 zeros for 𝑈 (𝑖)
𝑚 . The introduction of the

quantity 𝑉 (𝑖)
𝑚 allows us to obtain an explicit formula for it:

𝑉 (𝑖)
𝑚 = 𝑓𝑖(𝑘)sin𝑚𝑡𝑘

sin 𝑡𝑘
, 𝑚 = 0, 1, … , 𝑖, (34)

for each 𝑖 = 0, 1, … , 𝑁.
Let us prove it using the method of induction for 𝑚. As follows from (30),

(32), this equality holds for 𝑚 = 0, 1. Let’s prove it for 𝑚 = 0, 1, … , 𝑖. Let
equality (34) hold for 𝑚 − 2 and 𝑚 − 1. Let’s prove for 𝑚.

𝑉 (𝑖)
𝑚 = (2 cos 𝑡𝑘)𝑉 (𝑖)

𝑚−1 − 𝑉 (𝑖)
𝑚−2 =

= 𝑓𝑖(𝑘) [2 cos 𝑡𝑘
sin(𝑚 − 1)𝑡𝑘

sin 𝑡𝑘
− sin(𝑚 − 2)𝑡𝑘

sin 𝑡𝑘
] =

= 𝑓𝑖(𝑘) [sin𝑚𝑡𝑘 + sin(𝑚 − 2)𝑡𝑘 − sin(𝑚 − 2)𝑡𝑘
sin 𝑡𝑘

] = 𝑓𝑖(𝑘)sin𝑚𝑡𝑘
sin 𝑡𝑘

.

Note that from (33), in particular, 𝑈 (𝑖)
𝑁 = 𝑉 (𝑖)

𝑖 and from the formula (34)
for 𝑚 = 𝑖 we obtain

𝑈 (𝑖)
𝑁 = 𝑉 (𝑖)

𝑖 = 𝑓𝑖(𝑘)sin 𝑖𝑡𝑘
sin 𝑡𝑘

. (35)

Summing according to (29) with 𝑚 = 𝑁, and using (24), we obtain

𝑈𝑁 =
𝑁

∑
𝑖=0

𝑈 (𝑖)
𝑁 =

𝑁
∑
𝑖=0

𝑉 (𝑖)
𝑖 = 1

sin 𝑡𝑘

𝑁
∑
𝑖=0

𝑓𝑖(𝑘) sin 𝑖𝑡𝑘 = 𝑏𝑘
1

sin 𝑡𝑘

𝑁
2

.

From here we obtain the formula (27).
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Let us now proceed to calculating the coefficients of the discrete Fourier
series of the grid function 𝑤 in cosine expansion. On the same grid (18)
consider the discrete Fourier series in cosines expansion [10]

𝑤𝑖 = 𝑎0
2

+
𝑁−1
∑
𝑘=1

𝑎𝑘 cos
𝜋𝑘𝑖
𝑁

+ 𝑎𝑁
2

(−1)𝑖, 𝑖 = 0, 1, … , 𝑁, (36)

whose coefficients 𝑎𝑘 are calculated on the basis of the grid function 𝑓 de-
pending on the number 𝑘 by the formula

𝑎𝑘 = 2
𝑁

(𝑓0(𝑘)
2

+
𝑁−1
∑
𝑖=1

𝑓𝑖(𝑘) cos 𝜋𝑘𝑖
𝑁

+ 𝑓𝑁(𝑘)
2

(−1)𝑘) . (37)

We introduce the grid function

̃𝑓(𝑘) = (𝑓0(𝑘)
2

, 𝑓1(𝑘), 𝑓2(𝑘), … , 𝑓𝑁−1(𝑘), 𝑓𝑁(𝑘)
2

) , (38)

that differs from 𝑓 in that the current and last coordinates are divided in half.

Replacing 𝑓 in (26) with ̃𝑓, we get formulas (33), (34).

Note that the recurrent formulas (30) for 𝑖 = 0 imply 𝑈 (0)
𝑁 = 0, 𝑈 (0)

𝑁−1 = 0.
For 𝑖 = 1, 2, … , 𝑁 from (33), (34) we obtain

𝑈 (𝑖)
𝑁−1 = 𝑉 (𝑖)

𝑖−1 = ̃𝑓𝑖(𝑘)sin(𝑖 − 1)𝑡𝑘
sin 𝑡𝑘

, 𝑖 = 1, 2, … , 𝑁. (39)

Consider the following construction (summation starts from 𝑖 = 1, since
𝑈 (0)

𝑁 = 𝑈 (0)
𝑁−1 = 0):

cos 𝑡𝑘𝑈𝑁 − 𝑈𝑁−1 + ̃𝑓0(𝑘) = cos 𝑡𝑘

𝑁
∑
𝑖=1

𝑈 (𝑖)
𝑁 −

𝑁
∑
𝑖=1

𝑈 (𝑖)
𝑁−1 + ̃𝑓0(𝑘) =

=
𝑁

∑
𝑖=1

[cos 𝑡𝑘𝑈 (𝑖)
𝑁 − 𝑈 (𝑖)

𝑁−1] + ̃𝑓0(𝑘).

Replacing 𝑈 (𝑖)
𝑁 and 𝑈 (𝑖)

𝑁−1 according to formulas (35) and (39), we obtain

cos 𝑡𝑘𝑈𝑁 − 𝑈𝑁−1 + ̃𝑓0(𝑘) =
𝑁

∑
𝑖=1

[cos 𝑡𝑘𝑉 (𝑖)
𝑖 − 𝑉 (𝑖)

𝑖−1] + ̃𝑓0(𝑘) =

=
𝑁

∑
𝑖=1

̃𝑓𝑖(𝑘)cos 𝑡𝑘 sin 𝑖𝑡𝑘 − sin(𝑖 − 1)𝑡𝑘
sin 𝑡𝑘

+ ̃𝑓0(𝑘) =

=
𝑁

∑
𝑖=1

̃𝑓𝑖(𝑘)cos 𝑡𝑘 sin 𝑖𝑡𝑘 − cos 𝑡𝑘 sin 𝑖𝑡𝑘 + sin 𝑡𝑘 cos 𝑖𝑡𝑘
sin 𝑡𝑘

+ ̃𝑓0(𝑘) =
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=
𝑁

∑
𝑖=1

̃𝑓𝑖(𝑘) cos 𝑖𝑡𝑘 + ̃𝑓0(𝑘) = ̃𝑓0(𝑘) +
𝑁−1
∑
𝑖=1

̃𝑓𝑖(𝑘) cos 𝑖𝑡𝑘 + ̃𝑓𝑁(𝑘) cos𝑁𝑡𝑘 =

= 𝑓0(𝑘)
2

+
𝑁−1
∑
𝑖=1

𝑓𝑖(𝑘) cos 𝑖𝑡𝑘 + 𝑓𝑁(𝑘)
2

(−1)𝑘.

From here according to (37) we obtain a formula for the coefficients of the
discrete Fourier series in the cosine expansion

𝑎𝑘 = 2
𝑁

[cos 𝑡𝑘𝑈𝑁 − 𝑈𝑁−1 + ̃𝑓0(𝑘)] = 2
𝑁

[cos 𝑡𝑘𝑈𝑁 − 𝑈𝑁−1 + 𝑓0(𝑘)
2

] , (40)

moreover, the quantities 𝑈𝑁 and 𝑈𝑁−1 are calculated by the formulas (26),

in which the grid function 𝑓 is replaced by ̃𝑓, which is related to 𝑓 by the
formula (38).
Note that the formulas (26), (27) can also be used to sum the Fourier series

(23), since the formulas (24) and (23) differ only by a factor. Note that when
summing the series (23), we, of course, do not obtain 𝑓(𝑘), but we obtain
some function 𝑤. Accordingly, the formulas (26), (40) can also be used to
sum the Fourier series (36), since the formulas (37) and (36) differ only by
the multiplier.
The formulas (26), (27), (40) can be used for two-dimensional discrete

Fourier series both for calculating the coefficients and for summing the Fourier
series (21). In this case, the formulas (26), (27) for each fixed pair 𝑛𝑚 are
applied sequentially over each index 𝑖 and 𝑗 corresponding to the variables 𝑥
and 𝑦.
The formulas (26), (40) for calculating the coefficients of the discrete

Fourier series in cosine expansion, of course, are also valid in the case when
𝑓0 = 𝑓𝑁 = 0, which corresponds to the formulas (22).

6. Conclusion and discussion

Formulas (21), (22), (26), (27), (40) as a solution to the problem (8) can
be used for mathematical processing of thermograms taken with a thermal
imager in medicine [4] in order to correct the image on the thermogram. Note
that taking into account the influence of blood flow leads to the need to use
the metaharmonic equation [14], [15] in problem (8).
The thermogram, with one or another certainty, conveys an image of the

structure of heat sources inside the body. However, within the framework of
the task (8), the image on the thermogram can be refined. In this case, we

consider the function 𝑓𝛿 as the original thermogram, and the function 𝑣𝛿
𝛼|𝑧=𝐻

as the corrected thermogram. Since the function 𝑣𝛿
𝛼|𝑧=𝐻 is the temperature

distribution on a plane closer to the investigated heat sources than the original
surface 𝑆, we can expect a more accurate reproduction of the source image
on the calculated thermogram 𝑣𝛿

𝛼|𝑧=𝐻.
The results of calculations performed on a model example show the effec-

tiveness of the proposed method and algorithm based on the formulas (9),
(10), (11), (13) that can be used for processing thermal images.
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Note that the method of summation of discrete Fourier series, described in
Section 5, can be used to solve other problems, the solutions of which can
be obtained in the form of Fourier series in terms of eigenfunctions of the
Laplace operator in a rectangle.
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Об одной модификации метода Хемминга
суммирования дискретных рядов Фурье

и её применение для решения задачи коррекции
термографических изображений

Е. Б. Ланеев, Обаида Бааж

Российский университет дружбы народов,
ул. Миклухо-Маклая, д. 6, Москва, 117198, Россия

Аннотация. В работе рассматриваются математические методы коррекции тер-
мографических изображений (термограмм), полученных с помощью тепловизора,
в виде распределения температуры на поверхности исследуемого объекта. Термо-
грамма воспроизводит изображение тепловыделяющих структур, расположенных
внутри исследуемого объекта. Это изображение передаётся с искажениями, так
как источники, как правило, удалены от его поверхности и распределение тем-
пературы на поверхности объекта передаёт изображение как размытое за счёт
процессов теплопроводности и теплопереноса. В работе в качестве принципа
коррекции рассматривается продолжение функции температуры как гармониче-
ской функции с поверхности вглубь исследуемого объекта с целью получения
функции распределения температуры вблизи источников. Такое распределение
рассматривается как скорректированная термограмма. Продолжение функции
температуры осуществляется на основе решения задачи Коши для уравнения
Лапласа — некорректно поставленной задачи. Построение решения проводится
с использованием метода регуляризации Тихонова. Основная часть построен-
ного приближённого решения представлена в виде ряда Фурье по собственным
функциям оператора Лапласа. Дискретизация задачи приводит к дискретным
рядам Фурье. Для суммирования рядов Фурье и вычисления коэффициентов
в работе предложена модификация метода Хемминга.

Ключевые слова: термограмма, некорректная задача, задача Коши для
уравнения Лапласа, метод регуляризации Тихонова, дискретный ряд Фурье
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Abstract. In the work the link between the focusing inhomogeneity of the effective
refractive index of waveguide Luneburg lens and the irregularity of the waveguide layer
thickness generating this inhomogeneity is demonstrated. For the dispersion relation
of irregular thin-film waveguide in the model of adiabatic waveguide modes the
problem of mathematical synthesis and computer-aided design of the waveguide layer
thickness profile for the Luneburg thin-film generalized waveguide lens with a given
focal length is being solved. The calculations are carried out in normalized (in a special
way) coordinates to adapt the used relations to computer calculations. The obtained
solution is compared with the same solution within the cross-section’s method. The
performance of the algorithm implemented in Delphi, was demonstrated by plotting
the dispersion curves and plotting a family of dispersion curves, demonstrating
a critical convergence. As an additional result, the thickness profiles of additional
(irregular in thickness) waveguide layer, forming a thin film generalized waveguide
Luneburg lens were synthesized. This result generalizes Southwell’s results.

Key words and phrases: Luneburg waveguide lens, effective refractive index
inhomogeneity, section method, waveguide adiabatic mode model

1. Model of adiabatic waveguide modes

Using the example of a thin film generalized waveguide Luneburg (TGWL)
lens (see figure 1), which performs a two-dimensional Fourier transform with
a finite aperture, the application of the adiabatic mode model is demonstrated.
The inverse problem of synthesizing a thin film generalized waveguide Luneb-
urg (TGWL) lens is solved within the framework of the model of adiabatic
waveguide modes.
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Figure 1. Cross section of the TGWL under consideration

Solutions of the Maxwell’s equations for adiabatic waveguide modes are
sought in the form [1]:

{E(𝑥, 𝑦, 𝑧, 𝑡)
H(𝑥, 𝑦, 𝑧, 𝑡)

} = {
̃E(𝑥, 𝑦, 𝑧, 𝑡)

H̃(𝑥, 𝑦, 𝑧, 𝑡)
} exp{𝑖𝜔𝑡 − 𝑖𝜑(𝑦, 𝑧)}

√𝛽(𝑦, 𝑧)
,

where

𝛽𝑦(𝑦, 𝑧) = 1
𝑘0

(𝜕𝜑
𝜕𝑦

) , 𝛽𝑧(𝑦, 𝑧) = 1
𝑘0

(𝜕𝜑
𝜕𝑧

) ,

𝛽(𝑦, 𝑧) = √𝛽𝑦(𝑦, 𝑧)2 + 𝛽𝑧(𝑦, 𝑧)2.

In a multilayer waveguide, in the zeroth approximation, the equations for
the leading components of the electromagnetic field of adiabatic waveguide
modes take the form [2–5]:

𝑑2 ̃𝐸0
𝑧

𝑑 ̃𝑥2 + ( ̃𝜀 ̃𝜇 − ̃𝛽2) ̃𝐸0
𝑧 = 0, 𝑑2𝐻̃0

𝑧
𝑑 ̃𝑥2 + ( ̃𝜀 ̃𝜇 − ̃𝛽2)𝐻̃0

𝑧 = 0.

The expressions for the remaining four components of the electromagnetic
field take the form:

𝐻̃0
𝑥 = 1

̃𝜀 ̃𝜇 − ̃𝛽2
𝑧

[−𝑖 ̃𝛽𝑧
𝑑𝐻̃0

𝑧
𝑑 ̃𝑥

+ ̃𝜀 ̃𝛽𝑦 ̃𝐸0
𝑧 ] , 𝐻̃0

𝑦 = 1
̃𝜀 ̃𝜇 − ̃𝛽2

𝑧
[−𝑖 ̃𝜀𝑑 ̃𝐸0

𝑧
𝑑 ̃𝑥

− ̃𝛽𝑧
̃𝛽𝑦𝐻̃0

𝑧 ] ,

̃𝐸0
𝑥 = 1

̃𝜀 ̃𝜇 − ̃𝛽2
𝑧

[−𝑖 ̃𝛽𝑧
𝑑 ̃𝐸0

𝑧
𝑑 ̃𝑥

− ̃𝜇 ̃𝛽𝑦𝐻̃0
𝑧 ] , ̃𝐸0

𝑦 = 1
̃𝜀 ̃𝜇 − ̃𝛽2

𝑧
[𝑖 ̃𝜇𝑑𝐻̃0

𝑧
𝑑 ̃𝑥

− ̃𝛽𝑧
̃𝛽𝑦 ̃𝐸0

𝑧 ] .

In subdomains (waveguide layers) with constant refractive indices 𝑛2
𝑗 = 𝜀𝑗𝜇𝑗,

solutions from the fundamental system of solutions are written as linear com-
binations of exponentials. Substituting them all into the boundary equations,
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after reducing similar terms, we obtain homogeneous linear equations for in-

definite amplitude coefficients ̃𝐴𝑠, 𝐵̃𝑠,
̃𝐴±
𝑓 , 𝐵̃±

𝑓 ,
̃𝐴±
𝑙 , 𝐵̃±

𝑙 ,
̃𝐴𝑐, 𝐵̃𝑐. This system

with a matrix admits non-trivial solutions under the condition [1]:

det𝑀(𝛽(𝑟)) = 0.

The solution of given nonlinear PDE of the first order with respect to ℎ(𝑟)
synthesizes the proper profile of Luneburg TGWL.

2. Mathematical synthesis of a thin film generalized
waveguide Luneburg lens

In the works of Southwell [6, 7] the thickness profile of Luneburg TGWL with
parameters 𝑛𝑠 = 1.47, 𝑛𝑓 = 1.565, 𝑛𝑙 = 2.10, 𝑛𝑐 = 1.0, 𝑑 = 1.0665𝜇, 𝜆 = 0.5𝜇
was synthesized by the cross-section method in which precise boundary
conditions for the Maxwell’s equations are replaced by their approximations —
projections on the horizontal plane [1]. The supporter of irregularity region of
TGWL in the method of comparison waveguides automatically coincides with

the supporter of 𝑛𝑗
eff(𝑟) = 𝛽𝑗(𝑟)/𝛽𝑗 inhomogeneity of the two-dimensional

TGWL of Luneburg: suppℎ = supp𝑛 = supp𝛽.
The method of adiabatic waveguide modes does not require the matching of

these two supporters. However, the fact that the irregularity of TGWL forces
to focus a family of curves locally orthogonal to the focused wave front of the
waveguide mode, that the region of waveguide irregularity does not exceed
the circle 𝑄(𝐹) of the radius 𝐹: suppℎ ⊆ 𝑄(𝐹). Following this reasoning, we
seek the thickness profile of the irregular waveguide layer ℎ(𝑟) in a circle of
radius 𝐹.
The equation [1] of the synthesis of the thickness profile of the irregular

waveguide layer of Luneburg TGWL depends on the trajectories of the rays
(parallel at the entrance to the irregularity region) and on their velocities
derived from the equations for the rays that pass through the region of

inhomogeneity. From ODE systems for (𝑦, 𝑧)𝑇(𝑠) rays’ equations

𝑑
𝑑𝑠

(𝛽(𝑦, 𝑧)𝑑𝑦
𝑑𝑠

) = 𝜕𝛽
𝜕𝑦

(𝑦, 𝑧), 𝑑
𝑑𝑠

(𝛽(𝑦, 𝑧)𝑑𝑧
𝑑𝑠

) = 𝜕𝛽
𝜕𝑧

(𝑦, 𝑠)

using substitution
𝑑𝑦
𝑑𝑧

= 𝑉, 𝐴 = 1
𝛽

𝜕𝛽
𝜕𝑧

, 𝐵 = 1
𝛽

𝜕𝛽
𝜕𝑦

, we obtain the equivalent

system of ODEs other realization:

𝑑𝑦
𝑑𝑠

= 𝑉 , 𝑑𝑉
𝑑𝑧

= (1 + 𝑉 2)(𝐵 − 𝐴𝑉 ). (1)

The Cauchy problem for the system (1) with the initial conditions

𝑦(𝑧0) = 𝑦0, 𝑉 (𝑧0) = 0, (2)
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we solve by the Runge–Kutta–Fehlberg method of the 6th order with auto-

matically step selection [8] resulting in the family of “data” 𝑦𝐹
𝑗 (𝑧𝑗

𝑘), 𝑉 𝐹
𝑗 (𝑧𝑗

𝑘) at
the family of points, automatically generated while solving the problem (1),
(2) for any beforehand defined focal distance 𝐹.
Data from the files 𝑦𝐹

𝑗 (𝑧𝑗
𝑘), 𝑉 𝐹

𝑗 (𝑧𝑗
𝑘) allow calculating the components

of the vector field of the phase delay ⃗𝛽 = (𝛽𝑧, 𝛽𝑦)𝑇
of AWM, for which

𝛽(𝑦, 𝑧) = √𝛽2
𝑦 + 𝛽2

𝑧 according to the formulas

𝛽𝑦(𝑧𝑗
𝑘) =

𝛽(𝑧𝑗
𝑘)𝑉 (𝑧𝑗

𝑘)

(1 + 𝑉 2(𝑧𝑗
𝑘))

1/2 , 𝛽𝑧(𝑧𝑗
𝑘) =

𝛽(𝑧𝑗
𝑘)

(1 + 𝑉 2(𝑧𝑗
𝑘))

1/2 . (3)

The result of the calculations allows to complement the previously generated

data file to 𝑦𝐹
𝑗 (𝑧𝑗

𝑘), 𝑉 𝐹
𝑗 (𝑧𝑗

𝑘), 𝛽𝐹
𝑦 (𝑧𝑗

𝑘), 𝛽𝐹
𝑧 (𝑧𝑗

𝑘). Now we have at our disposal

all the necessary data for the formulation of the problem of mathematical

synthesis ℎ𝐹(𝑟). The matrix 𝑀(𝛽𝐹) depends on the following variables

𝑀(𝛽𝐹) = 𝑀
⎛⎜⎜⎜⎜⎜
⎝

𝑛𝑠, 𝑛𝑓, 𝑛𝑙, 𝑛𝑐, 𝑑; {𝑧𝑗
𝑘, 𝑦𝑗

𝑘, 𝑉 𝑗
𝑘 }; 𝛽𝐹(𝑦𝑗

𝑘, 𝑧𝑗
𝑘), 𝛾𝐹

𝑠 (𝑦𝑗
𝑘, 𝑧𝑗

𝑘),
𝛾𝐹

𝑐 (𝑦𝑗
𝑘, 𝑧𝑗

𝑘), 𝜒𝐹
𝑓 (𝑦𝑗

𝑘, 𝑧𝑗
𝑘), 𝜒𝐹

𝑙 (𝑦𝑗
𝑘, 𝑧𝑗

𝑘), 𝛽𝐹
𝑦 (𝑦𝑗

𝑘, 𝑧𝑗
𝑘),

𝛽𝐹
𝑧 (𝑦𝑗

𝑘, 𝑧𝑗
𝑘); ℎ𝐹(𝑧𝑗

𝑘, 𝑦𝑗
𝑘), 𝜕ℎ𝐹

𝜕𝑦
(𝑧𝑗

𝑘, 𝑦𝑗
𝑘), 𝜕ℎ𝐹

𝜕𝑧
(𝑧𝑗

𝑘, 𝑦𝑗
𝑘), 𝐹

⎞⎟⎟⎟⎟⎟
⎠

. (4)

For the matrix 𝑀(∗; 𝑧𝑗
𝑘, 𝑦𝑗

𝑘; ..., 𝐹 ) at each point of «phase-ray mesh»

{𝑧𝑗
𝑘, 𝑦𝑗

𝑘}𝐹 the condition det𝑀(∗; 𝑧𝑗
𝑘, 𝑦𝑗

𝑘; ..., 𝐹 ) = 0 must be fulfilled.

The approximation ℎ𝐹
𝑁(𝑟) of the function ℎ𝐹(𝑟), which defines the thickness

profile of the irregular waveguide layer, are sought in the form:

ℎ𝐹
𝑁(𝑧, 𝑦) =

𝑁
∑
𝑖=1

𝐾𝑖 exp{−(𝑦 − 𝑦𝑐)2 + (𝑧 − 𝑧𝑐)2

𝐶2
𝑖

} , (5)

which allows calculating the explicit form of derivatives (see figure 2).

Figure 2. Plot of the approximate solution ℎ𝐹
𝑁(𝑧, 𝑦) of the thickness profile of the irregular

waveguide layer of Luneburg TGWL
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The search for the unknown coefficients (𝐾𝑖, 𝐶𝑖) to construct an approxi-

mate solution ℎ𝐹(𝑟) in (5) carried out by minimizing the objective function

𝐹𝑎𝑟𝑔(𝐾𝑖, 𝐶𝑖) = ∑
𝑧𝑗

𝑘,𝑦𝑗
𝑘

∣det𝑀 (ℎ𝐹
𝑁(𝑧, 𝑦), 𝜕ℎ𝐹

𝑁(𝑧, 𝑦)
𝜕𝑦

, 𝜕ℎ𝐹
𝑁(𝑧, 𝑦)
𝜕𝑧

)∣
2

, (6)

by the Nelder–Mead method [9, 10].

3. Conclusion

The paper discusses the problems of numerical implementation of the cross-
section method to calculate an evolution of the mode in a smooth transition
from one planar regular open waveguide to another. In the class of multi-layer
thin-film dielectric waveguides the problem on eigenvalues and eigen guided
modes can be reduced (by expansion in the fundamental system of solutions
in separate layers) to solving a system of linear algebraic equations for the
coefficients of expansion in the fundamental system of solutions. The condition
of non-triviality of the resulting solution in this case is the condition for the
vanishing of the determinant of the corresponding system of linear algebraic
equations.
The paper describes the classical and generalized Luneburg lens in bulk and

waveguide implementation. Then the link between the focusing inhomogeneity
of the effective refractive index of waveguide Luneburg lens and the irregularity
of the waveguide layer thickness generating this inhomogeneity demonstrated.
For the dispersion relation of irregular thin-film waveguide in the model of
AWM the problem of mathematical synthesis and computer-aided design of
the waveguide layer thickness profile for Luneburg TGWL with a given focal
length is being solved.
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Синтез толщины профиля тонкоплёночной
волноводной линзы Люнеберга
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Аннотация. В работе показана связь между фокусирующей неоднородно-
стью эффективного показателя преломления волноводной линзы Люнеберга
и неравномерностью толщины волноводного слоя, порождающей эту неодно-
родность. Для закона дисперсии нерегулярного тонкоплёночного волновода
в модели адиабатических мод волновода решается задача математического син-
теза и компьютерного проектирования профиля толщины волноводного слоя
для тонкоплёночной обобщённой волноводной линзы Люнеберга с заданным фо-
кусным расстоянием. Расчёты ведутся в нормированных специальным образом
координатах для адаптации используемых соотношений к компьютерным расчё-
там. Полученное решение сравнивается с таким же решением в рамках метода
сечений. Работоспособность алгоритма, реализованного в Delphi, была продемон-
стрирована путём построения дисперсионных кривых и семейства дисперсионных
кривых, показывающих критическую сходимость. В качестве дополнительного
результата были синтезированы профили толщины дополнительного нерегуляр-
ного по толщине волноводного слоя, образующего тонкоплёночную обобщённую
волноводную линзу Люнеберга. Этот результат обобщает результаты Саутвелла.

Ключевые слова: волноводная линза Люнеберга, неоднородность эффектив-
ного показателя преломления, метод сечений, модель адиабатических мод
волновода
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Abstract. The article presents the implementation of one of the approaches to the
integration of dynamical systems, which preserves algebraic integrals in the original
fdm for Sage system . This approach, which goes back to the paper by del Buono and
Mastroserio, makes it possible, based on any two explicit difference schemes, including
any two explicit Runge–Kutta schemes, to construct a new numerical algorithm for
integrating a dynamical system that preserves the given integral. This approach
has been implemented and tested in the original fdm for Sage system. Details and
implementation difficulties are discussed. For testing, two Runge–Kutta schemes were
taken having the same order, but different Butcher tables, which does not complicate
the method due to paralleling. Two examples are considered — a linear oscillator
and a Jacobi oscillator with two quadratic integrals. The second example shows that
the preservation of one integral of motion does not lead to the conservation of the
other. Moreover, this method allows us to propose a practical application of the
well-known ambiguity in the definition of Butcher tables.

Key words and phrases: finite difference method, dynamical systems, explicit
Runge–Kutta methods

1. Introduction

Many dynamical systems have algebraic integrals of motion [1], but stan-
dard numerical methods do not allow preserving these integrals exactly on
the approximate solution [2]. This means that the approximate solution sat-
isfies such fundamental laws of nature as the law of conservation of energy
also approximately, and, in view of the importance of this law itself, this
circumstance is always striking.
Consider the dynamical system

𝑑𝑥
𝑑𝑡

= 𝑓(𝑥), 𝑥 ∈ ℝ𝑚, (1)
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whose right side is a rational function with rational coefficients. Since differ-
ence schemes are described by algebraic equations, there are no obstacles to
the case that among these schemes there be those that preserve all the alge-
braic integrals of this system. Linear integrals of motion are preserved by
almost all schemes used. In the late 1980s, among the Runge–Kutta schemes,
a subclass of schemes was discovered that preserves not only linear, but also
quadratic integrals of motion. This class is called Runge–Kutta symplectic
schemes [2]. These schemes make it possible, for example, to preserve all
algebraic integrals in the top rotation problem, with the exception of the Ko-
valevskaya case [3]. In the 1990s, Greenspan constructed the first difference
scheme for the many-body problem that preserves all algebraic integrals of
this problem [4–7], using the principle of energy quadratization; such schemes
can be constructed for the many-body problem based on any Runge–Kutta
symplectic scheme [8, 9].

The main disadvantage of symplectic Runge–Kutta schemes is their implicit
nature: in calculations using these schemes, a system of nonlinear equations
has to be solved at each step, which significantly complicates the calculations
compared to the commonly used explicit schemes. Unfortunately, in any case,
there are no such schemes among Runge–Kutta schemes, which became clear
at the dawn of the theory of symplectic Runge–Kutta schemes [2].

In the paper by del Buono and Mastroserio [10] an approach to constructing
conservative difference schemes was proposed, which can be described as
follows. Let the dynamical system (1) have an integral 𝑔 and let there be
two difference schemes. Let the step of the first scheme be described as

̂𝑥 = 𝜙(𝑥, 𝑑𝑡), and the step of the second scheme as ̂𝑥 = 𝜓(𝑥, 𝑑𝑡). Consider
the composite scheme

̂𝑥 = 𝜙(𝑥, 𝑑𝑡) + 𝜇𝜓(𝑥, 𝑑𝑡).

We use the parameter 𝜇 in such a way that the given integral 𝑔 be preserved
on the approximate solution found exactly by the composite scheme.

To do this, we will describe the transition from 𝑛 to 𝑛 + 1 as follows: 𝑥𝑛 is
given, and the next value 𝑥𝑛+1 is found from the system of equations

𝑥𝑛+1 = 𝜙(𝑥𝑛, 𝑑𝑡) + 𝜇𝑛+1𝜓(𝑥𝑛, 𝑑𝑡), 𝑔(𝑥𝑛+1) = 𝑔(𝑥𝑛),

whose solution reduces to solving one equation

𝑔(𝜙(𝑥𝑛, 𝑑𝑡) + 𝜇𝑛+1𝜓(𝑥𝑛, 𝑑𝑡)) = 𝑔(𝑥𝑛)

with respect to 𝜇𝑛+1.

Such an approach, of course, does not avoid the main difficulty that arises
when using implicit difference schemes: at each step, you still have to solve
a nonlinear algebraic equation. But this is only one equation and its degree
coincides with the degree of the integral 𝑔. Therefore, the pioneers called it
the explicit conservative Runge–Kutta method.

In fact, this method certainly does not belong to the Runge–Kutta family
of methods. In terms of difference schemes, it can be written as follows. One
more variable 𝜇 is added to the variables 𝑥 and the transition from (𝑥, 𝜇) to
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( ̂𝑥, ̂𝜇) is described by a system of algebraic equations

̂𝑥 = 𝜙(𝑥, 𝑑𝑡) + ̂𝜇𝜓(𝑥, 𝑑𝑡), 𝑔( ̂𝑥) = 𝑔(𝑥).

It should be noted that this system is not a difference scheme for any
dynamical system in the variables (𝑥, 𝜇). Here we are dealing with a certain
generalization of the very concept of a difference scheme.

In Ref. [11] it was proposed to use as 𝜓 the Runge–Kutta scheme nested in
the 𝜙 scheme and having a smaller order. Such an approach was fully justified
then, since it promised to reduce the cost of calculating 𝜓. However, now
that multi-core processors have come into general use, it seems superfluous to
impose such a restriction: it is easier to calculate 𝜙(𝑥𝑛, 𝑑𝑡) and 𝜓(𝑥𝑛, 𝑑𝑡) at
each step in parallel.

In fact, the described approach, which we will call del Buono and Mastroserio
approach, makes it possible on the basis of any two explicit difference schemes,
including any two explicit Runge–Kutta difference schemes, to construct a new
numerical algorithm for integrating a dynamical system that preserves the
integral 𝑔. There is some arbitrariness [12] when calculating explicit Butcher
tables, which give the highest possible order of approximation for a fixed
number of stages. Therefore, two Runge–Kutta schemes of the same order,
but with different Butcher tables, can be taken as two schemes.

We have implemented del Buono and Mastroserio’s approach in the Sage
computer algebra system, and in a series of computer experiments we have
seen that it does indeed preserve the integrals of motion [13]. Since then,
a number of our developments related to the solution of ordinary differential
equations using the finite difference method was compiled into the fdm for
Sage package presented at ITTMM’2022 [14]. In this article, we want to
discuss the details of the implementation of del Buono and Mastroserio’s
approach in our package. Since it has built-in tools for working with Butcher
tables and estimating the approximation error, we will further evaluate
the possibility of using two Runge–Kutta schemes of the same order, but
with different Butcher tables. The implementation itself is available at
https://github.com/malykhmd/fdm.

2. Implementation of del Buono and Mastroserio’s
approach

Let a dynamical system (1) be given, its integral of motion 𝑔, which will be
preserved in the numerical solution, and two explicit Runge–Kutta difference
schemes ̂𝑥 = 𝜙(𝑥, 𝑑𝑡) and ̂𝑥 = 𝜓(𝑥, 𝑑𝑡), which are given using two Butcher
tables. Our implementation of the del Buono and Mastroserio approach in
fdm for Sage supports any pair of Butcher tables.

With two stages, the highest order of approximation that Runge–Kutta
schemes can have is 2. In this case, one parameter of the Butcher table
remains undefined. Therefore, in our experiments, schemes with Butcher
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tables were taken as two initial schemes

1 1
1
2

1
2

and 2 2
3
4

1
4

To calculate an approximate solution of the Cauchy problem

̇𝑥 = 𝑓(𝑥), 𝑥|𝑡=0 = 𝑥0

on the segment 0 < 𝑡 < 𝑇, we divide this segment into 𝑁 equal parts with
the step 𝑑𝑡 = 𝑇 /𝑁. Then, in a loop over 𝑛 = 1, 2, … , 𝑁, we calculate
𝑥1, 𝑥2, … . At each step in 𝑛, we first calculate the values 𝑥′

𝑛+1 = 𝜙(𝑥𝑛, 𝑑𝑡)
and 𝑥″

𝑛+1 = 𝜓(𝑥𝑛, 𝑑𝑡) by these schemes in parallel, then we calculate the root
of the equation

𝑔(𝑥′
𝑛+1 + 𝜇𝑥″

𝑛+1) = 𝑔(𝑥𝑛) (2)

relative to 𝜇. Then we find

𝑥𝑛+1 = 𝑥′
𝑛+1 + 𝜇𝑥″

𝑛+1.

In this case, a certain arbitrariness arises in the choice of the method for
solving the algebraic equation (2). When applying implicit Runge–Kutta
methods, iterative methods are used, since there is a natural approximation
to the desired root [7]. In this case, however, we do not know a good
approximation to 𝜇, and the equation itself has a small degree and, at least
in the examples considered below, admits a solution in radicals. We tried
different methods for solving this equation, in particular, explicitly expresses
the solution in radicals, but this did not give any noticeable increase in
comparison with the standard method of finding the roots of polynomials
ℝ[𝜇], implemented in Sage.

3. Test examples

As a first test case, we took a linear oscillator

⎧{
⎨{⎩

𝑑
𝑑𝑡

𝑥 = 𝑦, 𝑑
𝑑𝑡

𝑦 = −𝑥,

𝑥(0) = 0, 𝑦(0) = 1
(3)

in the segment 0 < 𝑡 < 10.
In figure 1, it is clearly seen that the quadratic integral of motion 𝑥2 + 𝑦2 is

preserved on the approximate solution found by the composite scheme, which
favorably distinguishes this scheme from the usual explicit Runge–Kutta
scheme. The slope of the Richardson diagram (figure 2) [15] shows that the
order of approximation of the composite circuit is equal to the order of the
original ones, that is, 2, as expected from theoretical considerations. It should
also be noted that the value of 𝜇 did not change from step to step.
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Figure 1. Variation of integral 𝑥2 + 𝑦2 on the approximate solutions of the problem (4):

the explicit Runge–Kutta scheme (dotted line) and the composite scheme (solid line)
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|E(x)|

y= 2.00x+ 0.130

Figure 2. Richardson diagram for the value of 𝑥 at 𝑡 = 9 in the example (4)

As a second test case, we took the Jacobi oscillator:

⎧{
⎨{⎩

𝑑
𝑑𝑡

𝑝 = 𝑞𝑟, 𝑑
𝑑𝑡

𝑞 = −𝑝𝑟, 𝑑
𝑑𝑡

𝑟 = −1
4

𝑝𝑞,

𝑝(0) = 0, 𝑞(0) = 1, 𝑟(0) = 1
(4)

in the segment 0 < 𝑡 < 10. This system admits two independent quadratic
integrals, we took 𝑝2 + 𝑞2 as 𝑔.
In figure 3, it is clearly seen that this integral of motion 𝑝2 + 𝑞2 is preserved

on the approximate solution found by the composite scheme. However, the
second integral 𝑝2/4+𝑟2 is not preserved in this case (see figure 4). According
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to the Richardson diagram (figure 5), it can be seen that in this case, too,
the order of approximation of the composite circuit is equal to that of the
original ones. Unlike the linear case, the value of 𝜇 changed from step to step,
and very smoothly (figure 6).

0 2 4 6 8 10
t

1.0000

1.0005

1.0010

1.0015

1.0020

1.0025

p2 + q2

Figure 3. Variation of the integral 𝑥2 + 𝑦2 on approximate solutions of the problem (3):

explicit Runge–Kutta scheme (dotted line) and composite scheme

0 2 4 6 8 10
t

0.9985

0.9990

0.9995

1.0000

1.0005

1.0010

1.0015

1
4
p2 + r2

Figure 4. Variation of the integral 𝑥2 + 𝑦2 on approximate solutions of the problem (3):

explicit Runge–Kutta scheme (dotted line) and composite scheme (solid line)

4. Conclusion

The performed experiments confirm that the approach, which goes back
to the article by del Buono and Mastroserio [10], can also be used with
a non-standard choice of initial schemes. Moreover, this method allows us to
offer a practical application of the well-known ambiguity in the definition of
Butcher tables.
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Figure 5. Richardson diagram for value 𝑥 at 𝑡 = 9 for example (3)
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Figure 6. Dependence of parameter 𝜇 on time 𝑡 for example (3)

However, we should admit that the main problem of all known conservative
schemes, the necessity to solve nonlinear equations at each step, has not been
completely eliminated. The gain that the described method gives can be
described as follows. If only one integral of motion of a dynamical system
with 𝑛 unknowns needs to be preserved, the Runge–Kutta symplectic method
leads to the solution of a system of 𝑛 algebraic equations at each step, and
the method under discussion only one equation with one unknown. It is well
known that numerical methods for solving one equation with one unknown are
much simpler and more reliable than methods for solving systems [16]. The
smoothness of changing the values of the parameter 𝜇 noted above suggests
that iterative algorithms, for example, Newton’s method, can be used to
calculate it.
Unfortunately, as was seen in the second test case, the inheritance of one

integral of motion does not entail the inheritance of the second. The del
Buono and Mastroserio approach has already been generalized to the case
of several integrals of motion [11] and in this case leads to the solution of
a system of nonlinear equations at each step with respect to several auxiliary
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parameters. Thus, we return to the difficulty typical of the symplectic Runge–
Kutta methods. The study of the gain that the del Buono and Mastroserio
approach gives, when applied to systems with several algebraic integrals of
motion, in comparison with classical implicit methods requires further study.
It is no less interesting how the del Buono and Mastroserio approach will

show itself in solving the many-body problem, in which the approach of
bodies significantly worsens the convergence of iterative methods used to solve
nonlinear systems that arise when using the implicit Runge–Kutta methods.
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Консервативные конечно-разностные схемы
для динамических систем

Юй Ин, Чжэнь Лу

Университет Кайли,
3, Кайюань Роуд, Кайли, 556011, Китай

Аннотация. В статье представлена реализация одного из подходов к инте-
грированию динамических систем, при котором сохраняются алгебраические
интегралы в оригинальной системе fdm for sage. Этот подход, восходящий к статье
дель Буоно и Мастросерио, позволяет на основе двух любых явных разностных
схем, в том числе любых двух явных схем Рунге–Кутты, сконструировать но-
вый численный алгоритм интегрирования динамической системы, сохраняющий
заданный интеграл. Этот подход реализован и протестирован в оригинальной
системе fdm for sage. Обсуждены детали и трудности реализации. Для тестиро-
вания в качестве двух схем взяты две схемы Рунге–Кутты одного порядка, но
с разными таблицами Бутчера, что не приводит к усложнению метода благодаря
распараллеливанию. Рассмотрено два примера — линейный осциллятор и ос-
циллятор Якоби, имеющий два квадратичных интеграла. На втором примере
показано, что сохранение одного интеграла движения не приводит к сохране-
нию другого. Проделанные эксперименты подтверждают, что данный подход
может быть использован и при нестандартном выборе исходных схем. Более того,
этот метод позволяет предложить практическое применение хорошо известной
неоднозначности в определении таблиц Бутчера.

Ключевые слова: метод конечных разностей, динамические системы, явные
методы Рунге–Кутты
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Abstract. The problem of the correct asymptotic construction of the radial structure
of linearly unstable ion-sound electrostatic eigenmodes is studied. The eigenvalue
problem with boundary conditions of the first and second kind (electrodynamic and
hydrodynamic types) for the oscillations that propagate in a uniform cylindrical
column of magnetized plasma along an axial homogeneous magnetic field is formulated.
A method for constructing a discrete spectrum of small-scale unstable oscillations
of the system based on the basic principles of geometric optics is proposed. The
main idea of the method is an explicit idea of the type of boundary conditions —
the conductivity and absorbing properties of the wall bounding the plasma cylinder.
A dispersion relation for unstable small-scale modes destabilized due to the effects of
differential rotation is derived from the Eikonal equation. For the correct construction
instability growth rates spectra an universal recipe for the selection of radial wave
numbers of small-scale eigenmodes in accordance with any of the types of boundary
conditions is proposed.

Key words and phrases: plasma waves, plasma instabilities, geometrical optics,
normal modes

1. Introduction

It is well known that rotation of the plasmas in magnetic field is a source of
various instabilities [1–6]. The most common of them are of a convective nature
and occur for non-axisymmetric flute-like perturbations with 𝑚 ≠ 0 and 𝑘∥ = 0
(𝑚 is the azimuthal wave-number of perturbations and 𝑘∥ is the projection

of the wave vector on the direction of magnetic field). Recently was shown
that electrostatic axisymmetric (𝑚 = 0) perturbations with frequencies in the
ion-sound region in uniform plasma column in homogeneous magnetic field
are destabilized by rotation, if the generalized momentum of ions decreases
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with radius [7]. However, the question about radial structure of these unstable
perturbations is still open.

In this paper we estimate a radial structure of untable eigenmodes in a dif-
ferentially rotating magnetized plasma column. Solutions of wave equation for
axisymmetric perturbations is obtained by geometrical optics approximation.
The corresponding dispersion relation is derived from eikonal equation.

2. Wave equation

The general wave equation for axisymmetric perturbations of the electro-
static potential Φ in a differentially rotating uniform plasma column with
cold ions and hot electrons immersed in the axial magnetic field takes the
following form, [7]:

1
𝑟

( 𝑐2
𝑠

𝜔2 − 𝜅(𝑟)𝜔2
𝐵𝑖

𝑟Φ′)
′

+ (1 −
𝑘2

∥ 𝑐2
𝑠

𝜔2 ) Φ = 0. (1)

where 𝑐𝑠 is the ion-sound speed, 𝜔 is the perturbation frequency, 𝜔𝐵𝑖 is the
ion-cyclotron frequency and 𝑘∥ is the wavelength along axial magnetic field.

The variable

𝜅(𝑟) = (1 + 2 Ω
𝜔𝐵𝑖

) (1 + 1
𝑟

(𝑟2Ω)′

𝜔𝐵𝑖
) (2)

defines the rotation profile of plasma Ω. Prime implies the radial derivative
𝑑(…)/𝑑𝑟. Without rotation, Ω = 0, Eq. (1) describes proradation of the
ion-sound waves along cylindrical plasma waveguide.

Together with the boundary conditions (BC), Eq. (1) constitutes the
eigenvalue problem. At the center of plasma column, 𝑟 = 0, the solution is
required to be finite, |Φ(0)| < ∞. On the inner wall the are two types of
BCs are exist. For plasma column with ideally conducting wall at radius 𝑅,
we require Φ(𝑟 = 𝑅) = 0, which provides zero tangential component of

the perturbed electric field, ̃𝐸𝑧 = −𝑘∥Φ. If the inner wall does not absorb
particles, we require Φ′(𝑟 = 𝑅) = 0 that corresponds the standard “no flux”
BC in fluid dynamics, because displacement of ions is proportional to radial

electric field ̃𝐸𝑟 = −Φ′ [7, 8].

3. Solution of eikonal equation for unstable
perturbations

For an arbitrary profile of rotation Ω(𝑟) the exact solution of the Eq. (1)
does not exist. However, the studied problem can be solved asymptotically.
At first, let us consider solution of the Eq. (1) in the following form

Φ(𝑟) = 𝐴 (𝑘, 𝑆(𝑟)) exp [𝑖𝑘𝑆(𝑟)] , (3)
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where 𝑘 is the radial wavenumber and 𝑆(𝑟) is the eikonal [9, 10]. In the lowest
order by 1/𝑘 one can find the standard eikonal equation

(𝑆′)2 = 𝑁2. (4)

Here 𝑁 is the refractive index of he medium, which is in considered problem
equals

𝑘2𝑁2(𝑟) = − (1 −
𝑘2

∥ 𝑐2
𝑠

𝜔2 ) (𝜔2 − 𝜅(𝑟)𝜔2
𝐵𝑖

𝑐2
𝑠

) . (5)

As easily seen, the instability occurs only when 𝜅(𝑟) < 0. For unstable
solutions with growth rate 𝛾 = −𝑖𝜔 Eq. (5) gives

̂𝑁2(𝑟) = (1 +
𝑘2

∥ 𝑐2
𝑠

𝛾2 ) (𝛾2 − |𝜅(𝑟)|𝜔2
𝐵𝑖

𝑘2𝑐2
𝑠

) ⩾ 0 (6)

and Eq. (3) have only one trivial solution

𝑆(𝑟) = ∫
𝑟

0

̂𝑁2(𝑥) 𝑑𝑥. (7)

Finally, the desired solution of the wave equation (1) in the lowest order of
geometrical optics approximation takes the form

Φ(𝑟, 𝑧, 𝑡) = Φ0 exp [𝑖𝑘 ∫
𝑟

0

̂𝑁2(𝑥) 𝑑𝑥] exp [𝑖(𝑘∥𝑧 − 𝜔𝑡)] , (8)

where Φ0 is the complex amplitude.
Thus, one can find that Eq. (8) could be used for construct eigenfunctions

with discrete spectra of 𝛾𝑛 by discrete values of radial wavenumbers 𝑛 = 𝜋/𝑘𝑅:

Φ𝑛(𝑟, 𝑧, 𝑡) = Φ0 {cos [𝑘 ∫
𝑟

0

̂𝑁2
𝑛(𝑥, 𝛾𝑛) 𝑑𝑥] + 𝑖 sin [𝑘 ∫

𝑟

0

̂𝑁2(𝑥, 𝛾𝑛) 𝑑𝑥]} ×

× exp [𝑖(𝑘∥𝑧 − 𝜔𝑡)] . (9)

4. Conclusion

It is shown that a sufficiently complex wave equation (1) for the electrostatic
ion-sound perturbation of magnetized plasma with an arbitrary profile of
rotation can be solved analytically by the geometrical optics approximation.
The radial structure of normal modes is constructed by Eq. (9) and their
spectra are described by eikonal (7).
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Построение радиальной структуры неустойчивых
ионно-звуковых колебаний во вращающейся
замагниченной плазме при помощи уравнения

эйконала

Н. А. Марусов1, 2

1Научно-исследовательский центр «Курчатовский институт»,
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2 Российский университет дружбы народов,
ул. Миклухо-Маклая, д. 6, Москва, 117198, Россия

Аннотация. Рассмотрена задача о корректном асимптотическом построении ра-
диальной структуры линейно неустойчивых собственных электростатических
колебаний ионно-звукового типа, распространяющихся в однородном цилиндри-
ческом столбе замагниченной плазмы вдоль осевого однородного магнитного
поля. В цилиндрической области пространства координат сформулирована зада-
ча на собственные значения с краевыми условиями первого и второго рода
(электродинамического и гидродинамического типа) для волнового уравне-
ния ионно-звуковых колебаний. На основе базовых принципов геометрической
оптики предложен метод построения дискретного спектра мелкомасштабных
неустойчивых колебаний исследуемой системы, в основе которого лежит явное
представление о типе краевых условий — проводимости и поглощающих свой-
ствах стенки, ограничивающей плазменный цилиндр. При помощи уравнения
эйконала получено дисперсионное соотношение для неустойчивых собственных
мелкомасштабных мод, дестабилизированных за счёт эффектов дифференциаль-
ного вращения — неоднородного по радиусу профиля угловой скорости ионов,
вращающихся вокруг оси симметрии, вдоль которой направлен вектор индукции
магнитного поля. Для корректного построения спектра дискретных инкрементов
неустойчивых колебаний предложен универсальный рецепт подбора радиальных
волновых чисел мелкомасштабных собственных мод в соответствии с каким-либо
из типов краевых условий.

Ключевые слова: волны в плазме, неустойчивости плазмы, геометрическая
оптика, собственные колебания


