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Numerical simulation of thermal processes occurring
in materials under the action of femtosecond laser pulses
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6, Joliot-Curie St., Dubna, Moscow Region, 141980, Russian Federation
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In this work, a numerical study of the solutions of the parabolic and hyperbolic
equations of heat conduction with the same physical parameters is carried out and
a comparative analysis of the results obtained is carried out. The mathematical
formulation of the problem is discussed. The action of the laser is taken into account
through the source function, which was chosen as a double femtosecond laser pulse.
In the hyperbolic equation, in contrast to the parabolic one, there is an additional
parameter that characterizes the relaxation time of the heat flux. In addition, the
source of the hyperbolic equation contains an additional term — the derivative of
the power density of the source of the parabolic equation. This means that the
temperature of the sample is influenced not only by the power density of the source,
but also by the rate of its change. The profiles of the sample temperature at different
times and its dynamics at different target depths are shown. The calculations were
carried out for different time delays between pulses and for different relaxation
parameters.

Key words and phrases: parabolic and hyperbolic heat equations, femtosecond
laser pulse, numerical simulation

1. Introduction

The study of the interaction of femtosecond laser pulses with matter is
important in connection with many fundamental problems (physics of non-
equilibrium processes, generation of shock waves, laser acceleration of ions,
modification of the properties of the irradiated material, etc.) [1]-[3].

Currently, there is a growing need for the creation and improvement of
physical models capable of describing various processes in matter. Moreover,
computer modeling now occupies one of the main places in the study of such
problems. There are two approaches to the study and creation of physical
models — atomistic and continuous.

Atomistic approaches (molecular dynamics method) allow natural consider-
ation of the atomic structure of the crystal lattice, the effect of impurities,

(© Amirkhanov L. V., Sarker N.R., SarkhadovI., 2021
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the presence of dislocations, the kinetics of phase transitions, etc. The contin-
ual approach (solving the equations of continuum mechanics) includes the
parabolic and hyperbolic heat equation, the two-temperature model of heat
conduction, the two-temperature hydrodynamic model, etc. [2].

The molecular dynamics (MD) method [4] can be used to describe the
dynamics of fast processes that arise in a substance under the action of a laser
pulse. MD is quite effective for microscopic analysis of the mechanisms of
melting and evaporation [5], [6]. The appearance and propagation of pressure
waves generated by laser radiation [7], [8], as well as the dynamics of laser
ablation [9], are well modeled using the MD.

Each approach has its own problems. When studying transport processes
within the framework of a parabolic equation, a problem that arises is the
infinitely high speed of thermal perturbation propagation (a consequence of the
Fourier law). Generalizing the Fourier law, taking into account the relaxation
time of the heat flux, we obtain the hyperbolic equation of heat conduction.
The relaxation time is a characteristic of nonequilibrium of the heat conduction
process. Under exposure to femtosecond pulses, non-equilibrium heating of
the material occurs. Therefore, the study of such processes may turn out to
be more adequate using the hyperbolic heat equation.

In this work, we carried out a numerical study of the physical processes
arising under the action of femtosecond laser pulses within the framework of
the parabolic and hyperbolic equations of heat conduction and carried out
a comparative analysis of the results obtained.

2. Setting of the problem

When simulating thermal processes arising in materials under the action of
femtosecond laser pulses, we use a hyperbolic model of the heat conduction
equation:

oT 0T 0*T 0A(x,t)
Cp(@t +Trat2) —)\8$2 + A(z,t) + 7, 5 (1)

Here ¢, p, A\ are the specific heat capacity, density, and heat conductivity of
the sample material, respectively. T'(x,t) is the sample temperature, A(z,t)
is the source function, which determines the heat release power density at
the point with the coordinate = at the time moment ¢, 7, is the characteristic
time of energy flux relaxation.

The second term in the left-hand side of equation (1) reflects the fact that
the thermal process is actually hyperbolic rather than parabolic, and this
model of heat conduction is widely used in practice [1], [10]-[12].

The relaxation time 7, of the heat flux is related to the velocity of heat

propagation by the formula v = \/A/cpr,. If v — oo (i.e., 7, — 0), then
we get an equation of the parabolic type. The term 7,0A4/0t means that
the temperature T is affected by not only the power density of its sources,
but also by the rate of its change. For metals [12] 7, = 107! s; for steel
v = 1800 m/s, for aluminum v = 2830 m/s, for amorphous bodies like glass

and polymers the relaxation time attains 10~7 — 107° s; in this case v can
exceed the velocity of sound propagation v, in these media.
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In general, the heat capacity, thermal conductivity, and material density
depend on temperature. In this work, the temperature dependence of the
parameters of the sample material is disregarded.

Equation (1) is solved with the following initial and boundary conditions:

T(':E7 0) = TO? T(xmax7 t) = TO’
0T (x,t) B OT (x,t)

ot |7 e | T

(2)

The source function is chosen in the factorized form

Az, t) = Iy[1 = R(T,))f1 () fo(t), T, =T(0,1).

Here f,(x), f5(t) are the spatial and temporal shape of the source, respec-
tively, I, is the source intensity, R(7T) is the coefficient of reflection of the

laser pulse from the material surface.
In the present work, f;(z) u fy(t) are chosen the same as in Ref. [13]:

i) = S,

p

folt) = \/% (exp {—%} +exp {—%D .

Here L, is the depth of penetration of laser radiation into the substance,
ty is the time moment when the first pulse of the source takes the maximum
value, 7, is the time shift of the second pulse of the source with respect to
the first pulse. The radiation dose is

b=, / (0t =210,
0

When numerically solving equation (1) with initial and boundary condi-
tions (2), it is convenient to replace the dimensional variables and quantities
with their dimensionless counterparts. This is carried out as follows:

T—T' ,_xif_t_ ,_Ut.E_to_ _)\At.
T, T A A TPTAY 0T AP 0T cpAg?
T o Alxt)At
TT—E, A(z,t) = enTy ,
or _ 0T o2 . 0A(zt
E_FTTTQ k08—2+A(x?t>+Tr ((r% )7 (3)
_ (T (0.1 _ _
T(e,0) =1, ZEO_o 0D o0z Ho1 @
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The dimensionless source function and the normalization conditions in this

case take the form o _ o
A@at) = Aof1(j)f2(t)a
L1 - R(T,))At -

ag= BRI @) = e(0), o= aw/r,
g (E—1,)? (F—1,— 7)) ]
f2(t) = E (exp [—Tﬁ} + exp [—2(;_# , o = QIOAtO't.

3. Discussion of numerical results

Numerical experiments were carried out for aluminum irradiated by the
double-pulse laser with the following parameters:

J

w kg
A =236 T p = 2700 el =920 — e

=3-100"m, T,=300K, R(T,) =0,

J
®=4-10° =, o0,=5-10""s t,=3-10""s
m
Arx=3-10%m, At=10"15s

The total dose ® = 4-10° .J/m? for the specified source corresponds to the

intensity I, ~ 1.5957 - 1017 W /m?2. Dimensionless constants k,, 4, «, t,, 0;
take the following values:

ko =~ 0.10556; A, ~ 8404.34137; a=1; t,=0.3; o, =0.05.

Below

7(6) = () + 7,220

describes the time dependence of the source. For 7, = 0, we get the source
for a parabolic equation.

Equation (3) with the initial and boundary conditions (4) was solved using
a finite-difference three-layer explicit scheme.

Figures 1 and 3 show the time dependence of the source function, tempera-
ture profiles at different times and the dynamics of the sample temperature
at different depths. The times ¢, ¢ = 1,2, ..., 10 are selected in such a way
that the first five of them correspond to the action times of the source first
pulse, and the rest correspond to the action times of the second pulse. The
calculations were carried out until the moment the source was turned off at
different times of the delay between the pulses 7.

Figures 2 and 4 show the temperature profiles at long times, when the
sources are turned off, i.e., f(t) = 0.
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Figure 1. Time dependence of function f(t) = fo(¢t) + 7,.0f5(¢)/0t, temperature profiles at
different time moments T'(x,t;), j = 1,2,...,10, t; = 0.25 ps, t, = 0.3 ps,
t3 = 0.35 ps,t, = 0.45 ps, t5 = 0.55 ps, tg = 0.65 ps, t, = 0.7 ps, tg = 0.75 ps,
tg = 0.85 ps, t;5 = 1 ps, and dynamics of sample temperature at different depths
(T(x;,t),3=1,2,3, x; =0 nm, x5 = 3 nm, 3 = 6 nm), obtained in the framework of
the hyperbolic heat conduction equation for different values of the parameter 7,.
(r,,=0ps, 0.1 ps, 10 ps) u 7, = 0.4 ps
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Figure 2. Temperature profiles at different time moments T'(x,t;), j =1,2,...,5, t; = j ps
and the sample temperature dynamics at different depths (T'(z,;,t), ¢ = 1,2,3, ; = 0 nm,
Ty = 3 nm, x5 = 6 nm), obtained in the frameworks of the hyperbolic heat conduction
equation at different values of parameter 7,. (7,. =0 ps, 0.1 ps, 10 ps) and 7, = 0.4 ps
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Figure 3. Time dependence of function f(t) = f5(t) + 7,.0 f5(t)/0t, temperature profiles at
different time moments T'(x,t,), j = 1,2,...,10, t; = 0.25 ps, t5 = 0.3 ps,
ts = 0.35 ps,ty, = 0.45 ps, t5 = 0.65 ps, tg = 0.75 ps, t, = 0.85 ps, tg = 0.9 ps,
tg =0.95 ps, t;5 = 1.05 ps, and the dynamics of sample temperature at different depths
(T(xz,;,t),3=1,2,3, x; =0 nm, x, = 3 nm, x5 = 6 nm), obtained in the frameworks of
hyperbolic heat conduction equation at different values of parameter 7,
(r.,=0ps, 0.1 ps, 10 ps) and 7, = 0.6 ps
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Figure 4. Temperature profiles at different time moments T'(x,t;), j = 1,2,...,5, t; = j ps
and sample temperature dynamics at different depths (T'(x,,t), ¢ = 1,2,3, ; = 0 nm,
Ty =3 nm, x5 = 6 nm), obtained in the frameworks of the hyperbolic heat conduction
equation at different values of parameter 7,. (7,. = 0 ps, 0.1 ps, 10 ps) and 7, = 6 ps
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4. Conclusion

In contrast to the parabolic equation, the hyperbolic one includes an addi-
tional parameter that characterizes the heat flux relaxation time. A derivative
of the power density of the source of the parabolic equation is additionally
present in the source of the hyperbolic equation. This fact means that the
sample temperature is affected not only by the source power density, but also
by the rate of its variation. Due to this dependence, at some time moments
the source takes negative values depending on the relaxation time parameter.
Nevertheless, the temperature at the sample surface given by the solution
of the hyperbolic equation is higher than that given by the solution of the
parabolic equation.
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YucaenHoe Mojie/IMpOBaHNE TEMJIOBBIX ITPOIIECCOB,
BO3HUKAIOIINX B MaTepuaJiax MIpHU BO3AeUCTBUU
deMTOoCEKYHIHBIX JIAa3€ePHBIX UMITYJIBCOB

. B. AmupxanoB, H. P. Capkep, . Capxagos

Jlabopamopus uHBOPMAUUOHHBLT METHON02UT]
ObsedurenHvill UHRCMUMYM A0EPHLIT UCCAEI08aHUTL
ya. Koavo-Kropu, 0. 6, Hyona, Mockosckas obracmo, 141980, Poccus

B pabore nmpoBejieHO YMCIEHHOE UCC/IEIOBAHUE PEITeHUH TapaboInIecKOro u I'u-
IepOOJIMIECKOT0 YPABHEHUNM TEIJIONPOBOJIHOCTYA IMPU OAWHAKOBBIX (PU3UIECKUX
mapaMeTpax, a TaK»Ke CPaBHUTEIbHBII aHAJIN3 TIOJy9eHHbIX pe3yabTaroB. O0CyxKIeHa
MaTeMaTUIeCcKas OCTAHOBKA 3ajaun. [lelicTBue a3epa yuITeHo depe3 PyHKIMIO UC-
TOYHHUKA, KOTOPYO BBIOPAJIH B BUJIE JBOWHOTO (DEMTOCEKYHIHOTO JIA3EPHOI'O UMITYJIBCA.
B rumepboamdeckoM ypaBHEHWM, B OTJIUYIHE OT MapabOJIMIecKOro, TPUCYTCTBYET JI0-
[TOJTHUTEJIBHBIN [TapaMeTp, KOTOPBI XapaKTepu3yeT BPeMsl PEJIAKCAIINU TOTOKA, TEILIA.
KpOMe 9TOI'0, B UCTOYHUKE FI/IHep6O.HI/ILIeCKOI‘O YpaBHEHUA IPUCYTCTBYET JJOIIOJIHUTE/Ib-
HOE CJIATAeMOe — MMPOU3BOIHAS OT TIOTHOCTH MOIITHOCTH UCTOYHUKA TTAPADOTIIECKOTO
yPaBHEHHUS. JTO O3HAYAET, UTO HA TEMIIEPATYPY 00pa3la OKA3BbIBACT BJIUSHUE HE
TOJIBKO TIJIOTHOCTH MOIIHOCTY UCTOYHUKA, HO U CKOPOCTHU ero m3meHenus . [IpuBeme-
HBbI TPOMUIM TEMIIEpaTyPbl 00pa3Iia B pa3Hble MOMEHTHI BPEMEHHU U €€ JIUHAMUKA
Ha Pa3HbIX TUIYOMHAX MUIIEHU. PACU6ThI TPOBOIUINCEH TIPU PA3IUIHBIX BPEMEHAX
3a/IEP>KKNA MEXK]Iy UMITYJIbCAMU U TIPU PA3JIUIHBIX [TAPAMETPAX PEJIAKCAIHN.

KiroueBbie ciioBa: mapabouvieckoe U TUepOOIuIecKoe ypPaBHEHUS TEILIONPO-
BOIHOCTH, (DEMTOCEKYHIHBIN JIA3€PHBIA WMIIYJILC, YUCJICHHOE MOICIUPOBAHUE
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A waveguide with a constant, simply connected section .S is considered under the
condition that the substance filling the waveguide is characterized by permittivity
and permeability that vary smoothly over the section S, but are constant along
the waveguide axis. Ideal conductivity conditions are assumed on the walls of the
waveguide. On the basis of the previously found representation of the electromagnetic
field in such a waveguide using 4 scalar functions, namely, two electric and two
magnetic potentials, Maxwell’s equations are rewritten with respect to the potentials
and longitudinal components of the field. It appears possible to exclude potentials
from this system and arrive at a pair of integro-differential equations for longitudinal
components alone that split into two uncoupled wave equations in the optically
homogeneous case. In an optically inhomogeneous case, this approach reduces the
problem of finding the normal modes of a waveguide to studying the spectrum of
a quadratic self-adjoint operator pencil.

Key words and phrases: waveguide, normal modes, hybridization of normal modes,
eigenvalue problem, quadratic operator pencils

1. Introduction

Consider a waveguide representing a cylinder of constant cross-section S
filled with an optically inhomogeneous substance, which we will characterize
with a permittivity and a permeability. Hereinafter, we will make use of
a Cartesian coordinate system, the Oz-axis of which coincides with the
waveguide axis. We will assume that the permittivity and permeability do not
depend on z, but are piecewise smooth functions of x,y. The normal modes
of a waveguide are non-trivial solutions of Maxwell’s equations of the form

Bla )i, H(a,y)eits= i, (1

satisfying the conditions of ideal conductivity of the waveguide walls. Here
the positive parameter w is the circular frequency of the wave, k = w/c is the
wave number, and the complex parameter [ is the phase constant.

© Malykh M.D., 2021

This work is licensed under a Creative Commons Attribution 4.0 International License
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Substitution of the expression (1) into Maxwell’s equations yields 8 equa-
tions for 6 unknowns E_, ..., H,, containing two parameters, k and (. It is
usually assumed that the wavenumber of the considered waves is given, and
then we get an eigenvalue problem with respect to the spectral parameter (.
This problem was successfully solved in the case of constant ¢ and p, thanks
to the introduction of two scalar potentials, the electric and magnetic Borgnis
functions v and v [1], [2]. In the attempt to study a general case undertaken
in the beginning of 2000s [3]-[5], it was not possible to introduce potentials
and the problem was investigated with respect to three randomly chosen field
components. With this approach, the normal waves of the waveguide turned
out to be eigenfunctions of some non-self-adjoint quadratic operator pencil
acting in a space specially selected by the functional.

Not all properties of a hollow waveguide can be extended to the case
of a waveguide filled with an optically inhomogeneous substance. We can
confidently reject the hypothesis of the field decomposition into TE- and
TM-waves, since the existence of hybrid modes has been proved analytically
in half-filled waveguides [6, § 3.5]. With less confidence, one can reject the
hypothesis that the propagation constants of normal modes cannot have both
real and imaginary parts. In a series of numerical experiments [7]-[9], it
was shown that the propagation constants of the normal modes of an axially
symmetric waveguide with a dielectric core can leave the real and imaginary
axes of the 8 complex plane. However, to calculate these eigenvalues, we
used the truncation method and standard solvers to find the eigenvalues of
non-self-adjoint matrices. Our experiments in FreeFem+-+ [10] showed that
solvers of this kind can introduce a complex addition to the spectrum of
a self-adjoint problem.

We have recently succeeded in extending the theory of Borgnis functions
to the case of a waveguide filled with optically inhomogeneous matter [11],
[12]. In this case, we have increased the number of potentials to four. Mode
hybridization makes one think that the system of equations for the potentials
does not split in the general case, but we cannot exclude the fact that this
system is written in a self-adjoint form. In this paper, we intend to present
such a self-adjoint formulation of the problem of finding the normal modes of
a waveguide.

2. Representation of the electromagnetic field using
electric and magnetic potentials

Let for simplicity the waveguide cross section S be a planar simply connected
domain with smooth boundary 9.5, and let the permittivity € and permeability
1 be smooth functions of x,y. Denote as Z, T the segments of finite of infinite

length on the axes z and ¢, respectively and assume 0, = 9 in all cases except

ds
ot = %%. The unit external normal vector to the curve 0.5 will be denoted as
n = (n,,n,,0)", and the tangent vector in the zy-plane as 7 = (—n,,n,,0)".

Also for brevity let us assume that

A =(4,,4,07 and V=(9,,0,,07, V' =(-9,,9,,0)"

x Yy (TR )
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and

_ 0 Ou 0 Ou
A u = div(gVu) = 92992 + a0,

As in the theory of Borgnis functions, the scalar function u turning into
zero at the boundary will be referred to as electric potential and the scalar
function satisfying the Newmann condition 0,,v = 0 at the boundary — as
magnetic potential 05 x Z x T. Hereinafter electric and magnetic potentials
are denoted by u and v, respectively, with different indices.

The main result about the four potentials established by us earlier [12]
is that the electromagnetic field allows a representation in terms of four
potentials, namely, two electric potentials u,, u; and two magnetic ones

Vg, U

- 1 - 1
E, =Vo,u, + Zv/atve, H, =Vo,v, — ;V’@tuh. (2)

Therefore, below we seek the solution of Maxwell’s equations in a waveguide
in the form (2) without any loss of generality.

3. Maxwell’s equations in terms of potentials

Substituting expression (2) into Maxwell’s equations, we get 8 rather
than 6 independent equations. Four of these equations allow expressing the
potentials in terms of the longitudinal field components E, u H,. The relation
is determined by classical boundary-value problems. The electric potentials
can be found as solutions of Dirichlet problems

{Aeue+eEZ:0 in SxZxT, (3)

u, =0 on S x Z xT

and

Aiup,+ebE, =0 inSxZxT,
" (4)

up, =0 on 0S x Z xT.

The magnetic potentials can be found as solutions of Newmann problems

{Alve—}—,uHZO in Sx2ZxT, (5)

0,v, =0 ondS x ZxT

and
{Auvh—l—,uHZ:O inSx2ZxT,

0,v, =0 ond0S x Z xT.
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In this case from Maxwell’s equations it follows that

0, //qudxdy = az//,quda:dy =0. (7)
S S

In problems of monochromatic wave propagation 0, is equivalent to multi-
plication by the number iw, therefore from (7) the solvability of the above
problems with the Neumann conditions follows.

The rest two equations can be written in the form

A, (@2, = Opu, — E.) = 0.0, H),

O(u,, €p)
2 2 e
A, (07vy, — v, — H,) 0.0, dey)

(8)

Substituting here the expressions for the potentials in terms of the field
longitudinal components E, and H,, which are obtained by solving the
problems (3)—(6), we rewrite this system in the form

A 0 g (4w D) gzp_ (€ O)p— (0 Coar, (o
0 B, 0 B, 0 u G 0

where as an unknown we consider F = (E,,H,)T, composed of the field
longitudinal components. Here A, ..., B;, are symmetric positively defined

integral operators acting in L?(.S), and C is a non-symmetric integral operator.
This operator makes impossible the separation of the problem into two
independent problems, due to which the hybridization of modes occurs. We
will call it a hybridization operator.

4. Normal modes of a waveguide
Normal mode (1) corresponds to a solution of the system (9) in the form
Ez — Ez(xjweikﬁzfiwt’ Hz — Hz(xjweikﬁzfiwt‘

Taking the dependence on z,t into account, we can formulate the problem
of finding the normal modes of the waveguide as an eigenvalue problem

] o o ) N
gl V) p_ (4 O Fto cNFp=p(2 9 F (o
0 B, 0 B 0 u G 0

with respect to the spectral parameter S.
Thus the problem of finding normal modes reduces to the analysis of the
spectrum of the polynomial operator pencil

AB% + A B+ A, (11)
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where the coefficients /IO, Al, AQ are self-adjoint operators with respect to
a scalar product in L?(S) x L2(S); the senior coefficient A, is a positively
defined and completely continuous operator; the operator A; is completely

continuous and the operator Ao is bounded and reversible. The pencils of

such form arouse in the linear theory of small damped oscillations and were
studied by M. G. Krein and G. K. Langer [13, §12].

5. Conclusion

By introducing four potentials, we were able to reduce the problem of wave
propagation in a waveguide filled with an inhomogeneous substance to a linear
second-order partial differential equation (9), the coefficients of which are
self-adjoint operators. In this case, the problem of finding normal waves is
reduced to studying the spectrum of the quadratic operator pencil (11). Thus,
the formulation of the eigenvalue problem retains the symmetry characteristic
of scalar eigenvalue problems.

This means, first of all, that with discretization by the truncation method,
we obtain a problem for the eigenvalues of a quadratic self-adjoint matrix
pencil. By means of the known procedure [13 §12] it can be reduced to

the generalized eigenvalue problem Au = 5Bu where A B are self-adjoint
matrices. This opens up possibilities for using spe(nahzed eigenvalue solvers.
The proposed formulation is also convenient for theoretical research, since
the physical meaning of its terms is clear. In particular, the linear element of
the pencil describes the hybridization of modes in a waveguide filled with an
optically inhomogeneous medium. A natural next step will be to study the
perturbation of a hollow waveguide by a weakly inhomogeneous substance.
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HopMmanbHBIE MOJIBI BOJTHOBOIA KAK COOCTBEHHBIE
BEKTOPbI CAMOCOIIPA>KEHHOT'O OIIEpaTOPHOTO ITydYKa

M. O. Maabix

Poccutickut ynusepcumem dpyotcoHvr Hapodos
ya. Murayzo-Maxaas, 0. 6, Mocxea, 117198, Poccus

B crarpe paccMmarpuBaeTcss BOJTHOBOI IIOCTOSHHOIO OTHOCBSI3HOTO CEUEHUS S TIpU
YCJIOBUHU, YTO 3aII0JIHAIONIEe BOJHOBO/L BEIIECTBO XapaKTepU3yeTcd JINIJICKTPUIECKON
¥ MATHUTHON TTPOHUIIAEMOCTSIMU, MEHSIIOIUMUCS TIJIABHO HA CEYEHUH S, HO IMOCTO-
JHHBIMU BJIOJIb OCH BOJIHOBO/A. Ha cTeHkax BOJIHOBOMA B3ATHI yCJAOBUA UICATHLHOMN
npoBojiumMocTu. Ha ocHOBe HAMIEHHOTO paHee IIPEJICTABJIEHUS JIEKTPOMATHUTHO-
IO TOJIS B TAKOM BOJIHOBOJE IIPU MTOMOIIHU YETHIPEX CKAJSIPHBIX (DYHKIIUI — IBYX
JIEKTPUYIECKUX U JIBYyX MAarHUTHBIX [MOTEHIINAJIOB — ypaBHeHus MakcBesia 3ammca-
HbI OTHOCUTEJILHO ITOTEHIINAJIOB U IPOJAOJIbHBIX KOMIIOHEHT 1m0Jist. VI3 9T0i cucTeMbr
YAAETCH UCKJIIOYATD MOTEHIIUAJIbI U 3AIUCATD Mapy UHTErpo-mudOepeHinabHbIX
YPaBHEHUN OTHOCUTEJIBHO OJIHUX ITPOJIOJIbHBIX KOMIIOHEHT, PACIIENJIAIONINXCI Ha JIBA
HECBI3aHHBIX BOJTHOBBIX YPAaBHEHUS B ONTHICCKU OTHOPOIHOM ciy4ae. B onTuuecku
HEOTHOPO/THOM CJIydae ITOT MOJIXO0/T IO3BOJISET CBECTHU 337124y 00 OTHICKAHUN HOPMAJIb-
HBIX MOJ] BOJIHOBOJIA K MCCJIEJOBAHUIO CIIEKTPA KBaIPATUYHOI'O CAMOCOIPAKEHHOT'O
OIEPaTOPHOTO ITyYKa.

KoroueBbie cj1oBa: BOJHOBO/I, HOPMAJIBHBIC MOJIbI, THOPUIN3AINA HOPMAJIbHBIX MO/,
3a/1a4a Ha COOCTBEHHbIE 3HAYEHUS, KBAIPATUIHBIE Iy IKU
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Time Series Forecasting has always been a very important area of research in many
domains because many different types of data are stored as time series. Given the
growing availability of data and computing power in the recent years, Deep Learning
has become a fundamental part of the new generation of Time Series Forecasting
models, obtaining excellent results.

As different time series problems are studied in many different fields, a large
number of new architectures have been developed in recent years. This has also been
simplified by the growing availability of open source frameworks, which make the
development of new custom network components easier and faster.

In this paper three different Deep Learning Architecture for Time Series Forecasting
are presented: Recurrent Neural Networks (RNNs), that are the most classical and
used architecture for Time Series Forecasting problems; Long Short-Term Memory
(LSTM), that are an evolution of RNNs developed in order to overcome the vanishing
gradient problem; Gated Recurrent Unit (GRU), that are another evolution of RNN,
similar to LSTM.

The article is devoted to modeling and forecasting the cost of international air
transportation in a pandemic using deep learning methods. The author builds time
series models of the American Airlines (AAL) stock prices for a selected period using
LSTM, GRU, RNN recurrent neural networks models and compare the accuracy
forecast results.

Key words and phrases: neural networks, financial forecasting, deep learning,
international air travel

1. Introduction

In 2020, there was a significant drop in quotations of American Airlines
(AAL) associated with the COVID-19 pandemic and a record-breaking de-
crease in the number of air travel in the world. The generally accepted
econometric methods of modeling and forecasting financial time series in
these conditions turned out to be ineffective for making even short-term fore-
casts [1], [2]. In the present paper, methods for modeling and forecasting

(©) Shchetinin E. Yu., 2021

This work is licensed under a Creative Commons Attribution 4.0 International License
BY http://creativecommons.org/licenses/by/4.0/
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international air traffic in the 2019-2020 pandemic are explored using recur-
rent neural networks with different architectures. As an object of research,
the day quotes of the American company AAL, traded on the NASDAQ ex-
change, were selected; data from September 27, 2005 to September 30, 2020
from the information portal Yahoo Finance [3| were taken. The shares of this
US company were selected due to its leading positions in the international air
transportation market, high values of the trading turnover on the NASDAQ
exchange, which in turn provides liquidity and shows investor interest in this
exchange commodity [4]. Using the example of the value of AAL shares, we
will try to build a reliable forecast using deep learning methods, in particular,
recurrent neural networks [5]—[7].

2. Pre-processing of input data

As input data for the neural network model, we will take a sequence
consisting of the following values:

— Opent-1 — opening price for the previous period;

— Lowt-1 — the minimum price for the previous trading day;

— Hightt-1 — the maximum price for the previous trading day;

— Volumet-1 — the amount of shares sold and bought for the previous
trading day;

— Closet-1 — closing price for the previous trading day.

Based on the input data, neural networks will generate an output value
that can be interpreted as the predicted value of the closing quotation today.
For the correct operation of neural networks, it is necessary to normalize the
data within the limits of [0 : 1], as well as create training and test samples in
the ratio 80:20 from the initial data having the dimension 3636. Thus, 2909
observations for the training sample and 727 observations for the test sample
were obtained. The table 1 shows a fragment of the input data.

It is necessary to remove the Date and Adj Close columns from the received
data. The table 2 presents descriptive statistics of input data. It is seen that
the average closing price is $27.13 and the standard deviation is $16.74.

To study the statistical properties of the data further, let us build scatter
diagrams of the profitability of the opening price and the closing price, as well
as the profitability of the closing price shifted by one lag, and the closing price
today. To calculate the profitability, we will use the following formula [8]-
[10]:

R= 1, (1)
Ye—1
where R is the profitability; y, ; is the previous observation value; y, are the
values for the current time period.

The scatter diagram of the profitability of the opening and closing prices is
shown in the figure 1.

The figure 1 shows that there is no correlation between the variables under
consideration. Next, we will construct a histogram of the distribution of the
profitability of closing prices (figure 2). Obviously, most of the observations
are in the range from —0.1 to 0.1. This means that in most observations, the
price changed from —10% to 10% in one period.
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Table 1
A fragment of the input data
Obser- Date Open, $ | High, $ | Low, $ | Close, $ | Adj Volume, $
vation Close!, $
num-
ber
0 27.09.2005 21.05 214 19.1 19.3 18.19 961200
1 28.09.2005 19.3 20.53 19.2 20.5 19.33 5747900
2 29.09.2005 20.4 20.58 20.1 20.21 19.05 1078200
3 30.09.2005 20.26 21.05 20.18 21.01 19.81 3123300
4 3.10.2005 20.9 21.75 20.9 21.5 20.27 1057900
3634 6.03.2020 15.02 17.12 14.8 15.97 15.97 54505000
3635 9.03.2020 14.87 15.79 14.46 14.75 14.75 42558000
3636 10.03.2020 15.82 17.67 14.61 17 17 56858200
Table 2
Descriptive statistics of input data
Indicators Open | High | Low | Close Volume
Total number of obser- | 3637 | 3637 | 3637 | 3637 3.637e+-03
vations
Mean value, $ 27.15 | 27.64 | 26.64 | 27.13 | 7.603118e+-06
Standard deviation, $ | 16.74 | 16.95 | 16.53 | 16.74 | 6.070650e+06
Minimal value, $ 1.81 | 2.03 | 1.45 | 1.76 1.385e+4-05
25% percentile, $ 9.57 | 9.81 | 9.32 | 9.58 | 4.1782e+06
50% percentile, $ 29.9 | 30.48 | 29.28 | 29.89 | 6.5025e+06
75% percentile, $ 41.74 | 42.24 | 41.02 | 41.68 | 9.5455e+06
Maximum value, $ 62.7 | 63.27 62 62.95 | 1.377672e+08

To test the hypothesis about whether the distribution of the closing price
profitability is a special case of the normal distribution, we use the Shapiro—
Wilk and Jarque-Bera tests. The Jarque-Bera test rejected the null hypothesis
at a significance level of a = 0.05. The results of the Shapiro-Wilk test and
the Jarque-Bera test coincided. This means that the profitability of closing
prices has a distribution that is different from the normal one.
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Figure 1. Scatter diagram of opening and closing prices
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Figure 2. Distribution of closing price profitability

To check the stationarity of the profitability series, we will use the Dickey—
Fuller test, which is one of the unit root tests. A time series has a unit root if
its first differences form a stationary series, i.e. a series whose properties do
not change over time. This condition is written as y, ~ I(1) if the series of
the first differences Ay, =y, —y,_; is a stationary series Ay ~ [(0) [11]. If
the time series has a unit root, then it is not a stationary time series, but an
integrated first-order time series [12]-[14]. As one would expect, the observed
time series has no unit roots and, therefore, is stationary. For the convenience
of using the input data, we will normalize them. The results are presented in
the table 3.
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Table 3
Normalized raw data

Number of | Open High Low Close Volume
observation

0 0.31598 | 0.316297 | 0.291495 | 0.286648 | 0.005978
1 0.287239 | 0.30209 | 0.293146 | 0.306259 | 0.040757
2 0.305305 | 0.302907 | 0.30801 | 0.30152 | 0.006828
3 0.303005 | 0.310581 | 0.309331 | 0.314594 | 0.021687
4 0.313516 | 0.322012 | 0.321222 | 0.322602 | 0.00668
3634 0.216949 | 0.246408 | 0.220479 | 0.232227 | 0.395023
3635 0.214485 | 0.22469 | 0.214864 | 0.21229 | 0.308217
3636 0.230087 | 0.255389 | 0.217341 | 0.24906 | 0.412121

Next, we turn to the description of the main models of recurrent neural
networks and their application in the analysis of financial time series.

3. Basic models of deep neural networks for simulation
of financial time series

3.1. Basic recurrent neural network

The architecture of the proposed basic recurrent neural net (RNN) is as
follows. A matrix with a dimension of 1 by 5 is fed to the input of the neural
network, then the values are transferred to a recurrent layer with 25 neurons,
after which the operation is repeated and the values are again fed to the
recurrent layer with 25 neurons. At the penultimate step, the values are
transferred to an aggregating layer with a dimension of 5 neurons, the result
is displayed as a predicted value. Hidden layers have a hyperbolic tangent as
an activation function. This activation function is nonlinear, which allows
layers to be linked, i.e. combines them, because the combination of non-linear
functions is also a non-linear function. Another advantage of the hyperbolic
tangent function is that it is a smooth function, and this function is not
binary and takes values in the range (-1, 1), which eliminates overloading
from large values. The hyperbolic tangent is very similar to the sigmoid with
the difference that it has a larger gradient than the sigmoid. On the aggregate
layer, a linear function is used as the activation function. The proposed neural
network model, all procedures for its training and testing were implemented
in the Keras library of the Python programming language [15].
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The mean squared error (MSE) will be used as the loss function, and the
optimization is performed using the Adam algorithm. The epoch parameter
of the fit function reflects how many times the sample is passed through
the neural network, in this case epoch = 150. The batch size parameter is
responsible for the size of the so-called batch. In cases where the training
sample is too large, there is a need to divide it into parts. These parts are
called batches. Thus, the training set with 2109 observations is divided into
210 batches with a size of 10, except for the last one with 9 observations.
Thus, 210 iterations were required to pass one epoch.

Due to the tendency of recurrent neural networks to overfit, it is necessary
to apply various regularization algorithms [10], [16]. As such an algorithm,
the early stop method is used, which tracks the amount of losses. If during
20 epochs the improvement is less than 0.000002, then the training of the
model will be stopped. The graph of the loss function on the training sample
is shown in the figure 3.
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Figure 3. Plot of the RNN learning loss function:
1 — train loss; 2 — validation loss

After checking and training the neural network, we will construct a forecast
of closing prices for the test sample. For a better visual appearance, the
predicted values are shifted ten units up. Let us display the forecast of the
last 50 observations of the test sample for a more accurate visual examination
(figure 4). It can be seen from the figure that the neural network predicts
closing prices closely enough.

3.2. Neural network with a gated recurrent unit

A recurrent neural network based on a cell architecture with a gated
recurrent unit (GRU) repeats the structure of the RNN model of a recurrent
network. The input layer takes the values of a matrix with a dimension of 1
by 5. Then, recurrent layers with 25 neurons and a hyperbolic tangent as an
activation function are sequentially accepted and processed.
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Closing price forecast of the last 50 valies of RNN
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Figure 4. Forecast of the closing price for the last 50 values of RNN model network:
1 — real values stock price; 2 — forecast price

The aggregating layer has 5 neurons with a linear activation function. After
processing by the last layer, the predicted value is supplied. It should be noted
that the default activation function for layers with the GRU architecture is
the hyperbolic tangent [16], [17]. The loss plot for the GRU recurrent neural
network is shown in the figure 5.
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Figure 5. Loss plot for GRU model network:
1 — train loss function; 2 — validation loss function

The early stop regularization terminated the training of the neural network
to prevent overfitting at epoch 72. The plot of predicted closing prices for
all observations of the model of a recurrent neural network with the GRU
architecture is shown in the figure 6. As in the case of the RNN, to facilitate
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visualization the predicted values have been shifted ten units upward. It is
also worth noting that the neural network accurately reproduced the closing
price behavior. For a detailed consideration, we take the last 50 values of the
test sample and display them in the figure 7.

Closing price forecast for the entire GRU test sample
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Figure 6. Closing price forecast for the entire GRU test sample:
1 — real values stock price; 2 — forecast stock price

Closing price forecast of the last 50 valies of GRU
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Figure 7. Closing price forecast for the last 50 values of GRU:
1 — real values of stock prices; 2 — forecast stock prices

The mean square forecast error and the R2 index have the following values:
MSE = 0.9953, R? = 0.9885.
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3.3. Neuron network with long short-term memory (LSTM)

Just like the previous networks, constructively recurrent neural network
with long short-term memory (LSTM) will repeat the previous values. An
input that accepts a 1-by-5 matrix transmits information to two recurrent
layers with 25 neurons per layer and a hyperbolic tangent as an activation
function. Then an aggregating layer of five neurons with a linear activation
function passes the value to the output layer.

The closing price prediction plot calculated using a recurrent neural network
with the LSTM architecture is shown in the figure 8.
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Figure 8. LSTM model network loss plot:
1 — train loss function; 2 — validation loss function

Forecasted values are shifted ten points. Based on the plot, we can conclude
that the neural network under consideration predicts the required values quite
accurately.

The forecast of the closing price for the entire LSTM test sample and for
the last 50 values is shown in figures 9 and 10 respectively. For this recurrent
neural network, MSE = 0.8508, R? = 0.99.

Let us display a comparative plot of losses during training of various
constructions and architectures of the considered neural networks (figure 11).
Note that the RNN recurrent neural network demonstrated the highest loss
rates on the training set. Except for separately taken random epochs, its loss
value was greater than that of the rest. LSTM and GRU recurrent neural
networks have close values of losses on the training set. It is worth noting
that the early stopping algorithm worked for all types of recurrent neural
networks. For the RNN model, the algorithm stopped training at 71 epochs,
for GRU — at 72. The least number of epochs — 62 — was required to train
the neural network built using the LSTM architecture.

The table 4 shows the values of the mean square error and the coefficient

R? for all constructed neural networks.
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Forecast of closing price for the entire LSTM test sample
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Figure 9. Forecast of the closing price for the entire LSTM model network test sample:

1 — Real values stock prices; 2 — forecast stock prices

Closing price forecast of the last 50 values of LSTM
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Figure 10. Forecast of the closing price of the last 50 values of LSTM model network:
1 — Real values stock prices; 2 — forecast stock prices
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Plot of losses of neural networks
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Figure 11. Plot of losses for different models of neural networks:
1 — LSTM model loss function; 2 — RNN model loss function; 3 — GRU model loss
function

Table 4
Values of MSE u R? for all constructed neural networks
Neural network | MSE R?
RNN 1.2232 | 0.9858
GRU 0.9953 | 0.9885
LSTM 0.8508 | 0.9901

4. Discussion of results of computer experiments

In the process of investigating the impact of the COVID-19 pandemic on
AAL stock quotes, recurrent neural network models were built with various
architectures, such as cells with long short-term memory LSTMs, cells with
gated recurrent unit GRU, and a basic recurrent network. The analysis of the
constructed models was carried out, as well as the comparison of the results
on the training and test data. During the analysis, it was found that the
neural network with long short-term memory cells (LSTM) coped best with
the task of predicting the data under study.

Summing up, we can say that all networks have shown a satisfactory result,
but they predict the price with a certain delay, which may entail unplanned
financial losses. In view of this, it can be concluded that these models are
not suitable for carrying out short-term operations in the financial market,
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are not able to serve as an indicator that helps to improve the efficiency of
a trading strategy and cannot be used for risk management tasks.

5. Conclusion

The purpose of the article was to investigate the quality of various neural
network models that predict the closing price of a stock. In the course of the
study, sufficiently accurate results of modeling and forecasting financial time
series for the intraday closing prices of shares of the American airline ALL
were obtained, which confirmed the effectiveness of using the proposed models
of deep neural networks. However, in the context of the practical application
of the developed models, it is necessary to take into account time delays in
obtaining forecast results, as well as the horizon of financial forecasting.
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NccaenoBanue BausHus nangemMuu COVID-19
HA MEeXX/JIYHApPOJIHbIe aBUAIIEPEBO3KM

E. 1O0. IIletunun

Qunancoswvitli yrusepcumem npu Ipasumesvcmee Poccutickoti Dedepavuu
Jlenunepadcxuti npocnexm, 0. 49, Mockea, 125993, Poccus

IIporaosupoBanne BpeMEHHBIX PSII0B UIPAET BayKHYIO POJIb BO MHOIMX OOJIACTSIX
uccaenoBanuii. BestegcTBrue pacTyineil TOCTYIHOCTU JAHHBIX U BBIYUCIUTEIHHBIX
MOIITHOCTeH B MOCJIEIHNE TOALI TITyOOKOoe 00ydeHne cTajao PpyHIaMEHTAILHON JacThIO
HOBOT'O TOKOJIEHUsI MOJIeJIeil IPOrHO3UPOBAHUST BPEMEHHBIX PsIJIOB, ITOJIYYafOIINX
OTJINYHBIC pe3yﬂbTaTbI.

B manmoit pabore mpencTraBieHbl TPU Pa3IAIHbIE APXUTEKTYPhI TUIyOOKOTO 00y-
qeHUs ISl IPOTHO3UPOBAaHNS BPEMEHHBIX PsIJIOB: PEKYPPEHTHBbIE HEHPOHHBIE CETU
(RNN), koTopble sIBJISIIOTCSI HAMOOJIee U3BECTHOM U UCIIOJIb3yeMOil apXUTEKTY POl st
38129 IPOTHO3UPOBAHUST BDEMEHHBIX PsAJIOB; JI0Jrast KpaTkocpouHas naMsTh (LSTM),
KOTOpasl MpeicTaBiisier coboit 0bobmménnyo u passutyio PHC, paspaborannyro s
IIPEOJIOJIEHNS ITPOOJIEMBI NCYE3a0IIEro IPaINeHTa; 3aKPhIThI PEKYPPEHTHBIN OJIOK
(GRU), koropslit siBisiercs emmgé oHoil sBosonnonHoit Mojesnbio PHC.

Crarbs MOCBSINEHa MOJICIUPOBAHUIO M IPOTHO3UPOBAHUIO CTOMMOCTH MEK Iy HAPOI-
HBIX aBUAIIEPEBO30K B YCJIOBUSIX MAHJEMUHU C UCIIOJb30BAHUEM METOOB ITyDOKOTO
o0yueHus 1 Mojeeil peKypPPEHTHBIX ceTeil. B pabore moCTpOeHbI MO BPEeMEeHHBIX
panos nen aknuit American Airlines (AAL) ¢ ucnonb3oBanuem Mozesieil pekyppeHT-
weix Heiiponnbix cereii LSTM, GRU, RNN u npoBesén cpaBHUTEJbHDBIN aHAIU3
PE3yJIbTATOB TOYHOCTH IIPOTHO3a Ha BBIOpaHHBIN meproj. Ero pesynbraTh TOKa3a-
st 3 DEKTUBHOCTH TPUMEHEHUS AJITOPUTMOB TUIYOOKOTO OOyUeHUS JIjist OICHUBAHUS
TOYHOCTHU POTHO3UPOBAHUSA BPEMEHHBIX PsIIOB.

KuaroueBbie cioBa: HepOHHBIE ceTH, (PUHAHCOBOE IIPOTHO3UPOBAHUE, TIyOOKOE
obyueHme, MeXKIyHapOIHbIE aBUAIIEPEBO3KU
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Efficient allocation of radio access network (RAN) resources remains an important
challenge with the introduction of 5G networks. RAN virtualization and division
into logical subnetworks — slices — puts this task into a new perspective. In the paper
we present a software tool based on the OMNeT++ platform and developed for
performance analysis of a network slicing policy with SLA-based slice performance
isolation. The tool is designed using the object-oriented approach, which provides
flexibility and extensibility of the simulation model. The paper briefly presents the
slicing policy under study and focuses on the simulator’s architecture and design.
Numerical results are provided for illustration.

Key words and phrases: queuing system, resource allocation, network slicing,
simulation, optimization

1. Introduction

Network slicing is a key next-generation networking technology that allows
multiple virtual subnetworks to be built over a shared physical infrastructure.
The virtual subnetworks are then configured to meet the specific needs of
applications, services, devices, customers, or virtual network operators. This
approach makes it possible to implement in practice flexible configuration
and infrastructure management, which make part of the requirements for
new generation networks [1]. This concept allows the infrastructure provider
to lease network slices to tenants. These relationships are governed by the
Service Level Agreements (SLA). Efficient use of network bandwidth and
adherence to the terms of these agreements provides economic benefits to all
parties. Guaranteeing slice isolation when allocating RAN radio resources
makes the problem of efficient resource allocation even more challenging.

(©) Polyakov N.A., Yarkina N.V., Samouylov K.E., 2021

This work is licensed under a Creative Commons Attribution 4.0 International License
BY http://creativecommons.org/licenses/by/4.0/
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The emerging fifth generation (5G) telecommunication networks are en-
visioned to offer a large number of end-to-end network services for various
applications. These stem not only from traditional mobile services, but also
from vertical market segments such as automatic driving, unmanned aerial
vehicles, telemedicine, massive Internet of Things (mloT), etc. To provide
services with so different requirements for the quality of service (QoS), it is
crucial to be able to implement specific virtual subnetworks by using network
slicing, since fourth generation (4G) networks with their one-fits-all paradigm
are no longer fitted for the task [2], [3].

In this paper, we propose a simulation model as a reusable, versatile tool
for evaluating slicing policies for next-generation network resource sharing.
The rest of the article is structured as follows. Section 2 presents the system
model. In Section 3 we briefly present the slicing policy under study, which
was initially proposed by the authors in [4]. Further, it is considered in terms
of queuing theory in Section 4. Section 5 explains the architecture of the
simulator. The experimental results are discussed in Section 6. Finally, in
Section 7, conclusions are drawn and future work is outlined.

2. System model and notation

Following [4], [5], we consider the downlink transmission of a 5G base
station (BS) with a virtualized RAN and network slicing. We assume that
there are S instantiated slices at the BS and denote their set by .7, || = S.
Let Cigpps) = 0 denote the capacity of slice s € ., so that

» o<, (1)

se.s

where Cigy,g 18 the total BS capacity. Let N, denote the number of users in
slice s € .7, and let N = (N,),.,. We assume that each slice is intended for
one type of services (e.g., for video streaming, video conferencing, gaming, file
transfer, web browsing), and hence the traffic in each slice is homogeneous
in terms of characteristics and QoS requirements. Let R, denote the
average user data rate in slice s, i.e.,

R=2 se7 (2)

S

The column vector of data rates is denoted by Ryg,1] = (R,)ser-

It is assumed that the infrastructure provider (InP) leases parts of its in-
frastructure in the form of slices to tenants. A Service Level Agreement (SLA)
between the InP and the tenant includes the following slice characteristics:

— a minimum average user data rate 0 < R™™ < R,,
— a maximum average user data rate R, < R¥ < (|
— a guaranteed capacity share 7, or contracted number of users N,



38 DCM&ACS. 2021, 29 (1) 36-52

We assume that performance isolation of slice s is provided as long as
N, Run
C

By performance isolation we understand that traffic fluctuation in one slice
does not negatively affect performance in other slices.

<V 0Ky, <L (3)

N, < NP or equivalently,

S

3. Slicing scheme

The calculation of slice capacities is performed according to the slicing
scheme with SLA-based isolation [4].

Let us partition = N° as
O = Qmax | Qopt U Qeong. (4)

Now, for N € Q™ &of {N € Q: NR™™ L C'} we set

R(N)=R"™ sc.¥ = C,(N)=N,R™ sc & NeQu= (5

For N € Q' € [N € 0 : NR"™ < C < NR™} we determine the data
rates as the solution to the convex programming problem

maximize U(R) = Y _ W,(N,)N, In(R,), (6)
se.s

subject to NR = C, (7)

over R € RY : R < R < R (8)

where W, (N,) is given by

1 Ns < Nscont
WS(NS) — N;Ont/NS, Ns > N;jont

The objective function (6) is differentiable and strictly concave by assump-
tion and the feasible region (7), (8) is compact and convex, there exists
hence a unique maximum for the data rate vector R, which can be found by
Lagrangian methods.

def def

Now consider N € Q" = {N € Q : NR™" > C}. Denote N*"(N) =
min{N,, N©*} _,. Thus N""R™" i a due capacity. If N""R™" > C,
we set

Nmin Rmin
3( ) N min R min ( )
If, conversely, N""R™" < (| then
) ] N — Nmin Rmin ] ]
O, (N) = N guin . N ZNIVIE 0 inginy 11

(N _ Nmin ) Rmin
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To solve the problem (6)—(8) numerically, we use the gradient projection
method (Algorithm 1).

Algorithm 1: Numerical solution of (6)—(8) using the Gradient Pro-
jection Method
input : C, S’ N, RIIliIl, RHI&X’ Ncont
output: R
initialization
W = [Wy(Ny), ..., We(Ng)]
Xstat .— WC(WN) ' // stationary point
if R;nin < Xftat < R;nax’i — 1,_5 then
L return Xstat
Mg =N
7 Plg, 5 =1-NT(NNT)"'N

8 XO — Rmin + (C _ NRmin)<N(RmaX _ Rmin)>_1<Rmax _ Rmin)
9 7:=||XO —Xstat||:§:=1

10 while § > 0.0001 do

11 X1 :=X%4+ 7P div(NTW,X%) // div(4, B) is
element-wise division of vector A by B

D ks W N =

12 tbound ::ﬁtcoord = _1; 5-}- =0
13 for:=1,5do
14 if N; >0 then
15 if X! < R™" then
16 if ¢, > (R — X9)(X! — X9) ! then
min -1 ;
17 t tbound = (Rz - X?)(le - Xzo> ;tcoord =1
18 if X} > R then
19 if ¢)ung > (R — X0) (X — X?)_1 then
max -1 .
20 t tbound = (Rz o= X?)(le - X?) ;tcoord =1
21 ithbound < 2 then
22 Xl = XO + tbound(Xl - XO)
23 if Row number of M < S — 1 then
24 Add empty row to M
25 o, =1
26 Last row of M := 1]t .al
27 if ||[MMZ|| > 0.0000001 then
28 | P:=I-M"(MM")"'M

20 | 0:=0, +[|X°—X||;X?:=X!

30 return X°

The gradient projection method is a well-known algorithm for solving op-
timization problems with linear constraints. It is specified by a standard
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iterative procedure [6]: XXt = Xk 4+ 7d¥, where X¥ is the point at which
the algorithm arrived at the k-th iteration, 7 — the stepsize, d¥ — the incre-
ment vector, which is found as the projection of the target function gradient
on the constraints: d® = PVU(X¥), where the projection matrix is initially

given by P = I — NT(NN7) 'N.

4. Queuing system model

We use queuing theory to model the system described in the Section 2.
Each slice is modeled as a separate queuing systems (QS). The types of QS
must be selected in such a way as to adequately reflect the nature of the
service provided. Jobs in QSs correspond to user sessions in slices. Since in
the system model the slices are part of a single network of a total capacity C),
the S queuing systems share a total resource (capacity) C, which is partitioned
so that the resource share available to QS s equals C,.

At the moment, we have implemented a slice of a Best Effort (BE) type
without admission control and with maximum user data rate, which we denote
by BE™*. It is represented by a QS with the EPS (egalitarian processor
sharing) service discipline. The job service rate R, of all jobs is equal and
inversely proportional to their number N, but cannot exceed RL**. Serving
jobs in such a QS can be interpreted as downloading files.

Network slicing from this perspective corresponds to a repeated redistribu-
tion (re-slicing) of the capacity C' among otherwise independent QSs. The
considered model is shown in figure 1, where A (z) is the distribution law of
the interarrival times, B,(z) is the distribution law of the job lengths (service
time on one resource unit) for s € ..

Resource allocation
by eventor timer

BE slice #1

c
|
|
, *
|
: A](X), B](X) C] b, Q >
| :
' O
|
|
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: As(x), Bs(x) Cs |
| [
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l |

—_——— e —— —_

Figure 1. A system with S slices of type BE™*
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It should be noted that in our model admission control and resource
allocation within a slice are individual characteristics for each type of slice.
For the BE™® considered in this work, we assume the same service rate
for all users (jobs) and unlimited admission (any number of jobs in service).
Since this type of slice lacks admission control and queue, it makes sense to
introduce a service level degradation threshold (0 < R? < C) to assess the
efficiency of the slicing scheme. This parameter sets the threshold for job
service rate in the slice, below which degradation of service occurs, the service
is provided poorly. Slice degradation can occur as a result of user arrival
and /or redistribution of capacity.

For simplicity, in what follows, the terms slice and queuing system will be
used interchangeably.

5. Simulator architecture
5.1. Modules

The discrete event simulator is written on the OMNeT++ platform using
the queuinglib standard library. The implementation of the algorithm for
solving the optimization problem for the slicing scheme required the inclusion
of Boost library for operations with matrices. The construction of a simulation
model in OMNeT++ assumes a modular structure, and also allows the use of
both standard and modified modules (figure 2).

Slicer Slice
+C: float // total BS capacity +n: int // number of requests
-S: int // number of slices +capacity: float
-gamma: float[S] // guaranted +d: float // degradation threshold
capacity share #lambda: float // average time
-slices: Slice[S] between arrival of requests
-a: float[S] // max bitrate #mu: float // average service time
-b: float[S] // min bitrate of a request per resource unit
-reslicingTrigger: int A
+reslice()
+emitUTIL()
-resliceInitial() BestEffortSlice

-source: Source
-sink: Sink
-delay: ElasticTrafficDelay

Delay ElasticTrafficDelay

// our modification to handle
elastic traffic

+serviceRate: float
+adjustRate()
-getNewServiceRate()

// standard class implementation [J------
in queuinglib

-currentlyStored: int // number of
requests served

Figure 2. UML diagram of classes developed for the simulator based on the queuinglib
standard library



42 DCM&ACS. 2021, 29 (1) 36-52

To achieve the required level of abstraction, we have developed two modules:

— is a container consisting of simple modules inside that form a QS. For
different types of slices, the way of servicing jobs (users), and as a con-
sequence, the internal structure is not strictly defined and can vary
greatly. However, all types of slices are inherited from a common an-
cestor, which defines the required external parameters that are used to
receive the initial data of the model (table 1), and the characteristics
that are passed to the slicer as re-slicing parameters, which collected to
vectors: N, R™1 R™Max,

— is a simple module that handles requests for capacity re-slicing from
slices. The slicer also performs initial re-slicing of the capacity by formula
(12). Slices and slicers communicate via channels — standard OMNeT++
technology.

Let us take a closer look at the table 1. First, the structural characteristics
of the model are determined, such as the number of slices and the type of
each one. Further, the distribution laws for the arrival of requests and their
service time are established, the parameters of the slices are selected, etc.

Table 1
Input data structure

Slicer

Total capacity C
S
Re-slicing trigger

float > 0
int >0
{ All events, Arrivals, Degradation, Timer, Static}

Timer interval t;;,, ., float > 0
Slice 7,1 =1, 5

R;nin 0<fl RmaX

R RM1 L float < C

Rf 0 < float < C

Yi 0 < float < 1

Distribution A;(x) {U(a,b), Exp(\), N(a,0?),T(a, B),

Distribution B;(x) W(k,\), Beta(a, ), Cauchy(8), Pareto(c), ...}

One of the parameters of the initial data is the way of invoking the re-
slicing — this is an event or message that occurs periodically during the
simulation, which is a condition for invoking the capacity re-allocation algo-
rithm. We consider re-slicing triggered by

— events:
— all events, i.e., job arrivals and departures (in our case this corre-
sponds to optimal real-time slicing),
— arrivals only,
— degradation in any slice;
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— timer (every t,;,.., S);
— static slicing (no re-slicing, corresponds to complete partitioning), where
the capacity of slice i equals

Vi .
CZ-:ZS—C,ZGy. (12)
=173

Consider the implementation of BE™* slice type. Figure 3 shows a dia-
gram of the correspondence of the QS elements with software modules in
a slice, which include the Delay modification — ElasticTrafficDelay, and the
Source and Sink modules from the standard set provided by the OMNeT++
and queuinglib bundle.

. . External
Source of requests : Service device

env.

As(%), Bs(%)

—_—

Queuing System

Software
Implementation
g
g
'

SN .
Sy
558
< N 8

%)

¢

B

Figure 3. Scheme of logical correspondence of program classes with elements
of the BE™* QS

Consider them:

— Source is a basic generator of requests that correspond to users’ requests
for the provision of a service, according to specified distributions.

— Sink is a module that receives serviced jobs and destroys them. The Sink
collects all the primitive statistics on jobs, such as average, maximum,
minimum time spent in the system, average time in queue, etc.

— ElasticTrafficDelay extension was written for the standard Delay mod-
ule. This modification is intended to simulate the service of “elastic”
traffic, as the name of the module implies. With the help of standard
Delay, you can simulate the service of traffic on discrete devices: after
the arrival, the job is in the system for a certain time, and then goes
to the drain. ElasticTrafficDelay takes into account the presence of all
jobs on the device and equally distributes the available resource between
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them. Therefore, the standard module was extended with mechanisms
for recalculating the service rate (13) and departure time (Algorithm 2):

min(g, RP™), N, >0,

0, N@ :05

R, = e S (13)

Algorithm 2: Service rate recalculation into BE™* slice 1.

class Job {
float t,, // is arrival time
float t,, // is departure time

input: R;, Job[N;] jobs // set of jobs in slice ¢

1 prev ‘T Rz

2 R, := getNewServiceRate() // formula (13)

3 foreach job in jobs do

4 Delete job from event queue

5 // t., is model current time

6 tyory = |jOb.ty, —t.y| // how much is already served

| tne =t T

8 Job.tye, = tey +try // set to job new service end time
9 | Add job in event queue

5.2. Simulation algorithm

Slices, in their essence, function independently of each other, however, as
mentioned earlier, the simulator is built on a discrete-event basis, so there is
a common queue of events. It contains all the events generated by the model
and is executed in the occurrence.

Depending on their type, slices, can generate many different events, but all
will be characterized by the following:

— arrival of a job in a slice;

— departure of a job from a slice;

— slice degradation;

— arrival of a job in a slice s with zero resource C,, s € .7.

Only the events of the model cause a change in the state of the system,
which we designated as N. Therefore, re-slicing for all events is reduced
to tracking the events of arrival and departure of jobs. In our system, the
slices themselves notify the slicer of these events (figure 4). After capacity C
allocation, the slicer notifies the slices that their available resource C,, s € .%
has changed. On these notifications, the slices adjust the end time of servicing
their jobs in the event queue (Algorithm 2). If there are no jobs N, = 0
in the slice s, then after re-slicing it can be assigned a zero resource value
C, = 0, which means that when the first request arrives, it will be necessary
to activate the slice, in other words, call re-slicing again.
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In the case when re-slicing is triggered by timer (figure 5), the slicer sends
messages to itself with the required delay t,;,.. s. Since there is a chance that
the slice can receive zero resource, it became necessary to enter the activation
of the slice upon the arrival of the request in this case.

N € () max
C(N)=N,Rmx s € S
g1y — .
= 9 Solve optimization problem Capacity
“ ﬁ (Algorithm 1) re-slicing
Q
3
Set the due capacity by (11-12) !
\
1
‘ “ Re-slicing i
| G — )
E’) E | | Request [ Get new C; value }
- ~ I ‘fc\ arrival
% ;‘ | )] Slice degradation,
a é } B Calculate the new rate (14) and departure| /&=, R <Ry
‘6‘; a7 Job time for servicing jobs (Algorithm 2)
9 5 U departure ?
S5 | N i
Q ]| |
X Lo \
| e Jrmm e mmm 4‘ ———————————————————
[
| ll
Iy L]
Event queue

Figure 4. Interaction of slicer and slices when re-slicing triggered by all events (red)
or degradation (blue). Re-slicing is called only by a group of events of the same color

With static slicing, the slices receive resource proportionally, in accordance
with the values of v by equation (12).

5.3. Metrics

The built simulator allows you to take indicators in various forms using the
built-in OMNeT++ tools, and more specifically using signals and statistics.
The signal (@signal) transmits information at the right moments in the form
of values of primitive types: bool, int, float, etc., or more complex data objects
[7]. Statistics (@statistic) is a signal processing mechanism that allows you
to accumulate vectors of original data transmitted by signals and scalars
calculated by these vectors: sum, quantity, average, time average, maximum,
minimum, etc. Preset simulator settings allow you to take such indicators
like:

— average time spent in each module of the constructed QS inside slices
and in the network as a whole;

— average number of jobs in each module of the constructed QS within
slices and in the network as a whole;

— average service rate in slice;

— average number of jobs in slice, etc.
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CN) =N,R", s € 5

Solve optimization problem
(Algorithm 1)

Capacity
re-slicing

Slicer

Re-slicing

Set a due capacity by (11-12)

L Re-slicing
[ Get new C; value

¥

Job Slice activation Calculate the new rate (14) and departure
departure iFC=0 time for servicing jobs (Algorithm 2)

v 5 T

Request
arrival

@_____

Requests servicing
BE™X sljce [ | €S

|
|
!

v

b —— —— — —

Event queue

Figure 5. Interaction of slicer and slices when re-slicing triggered by timer

As part of assessing the effectiveness of slicing, the following additional
indicators were taken:

— Slice degradation probability,

D,(T)
o 1
P! = P{R, < R%} = Jim =, ; —d, ;) H{R,; <R}, (14)

where s € .7, T is model time, D (T') — counter of slice s degradation
threshold RY crossing (in any direction), R, ; — time of the i-th rate

change, d, ; — time of the i-th degradation threshold RY crossing, and

M is Heaviside step function.
— Average slice resource,

1 L(T)
Os ']151010 T Zl (Cs,i - Cs,ifl)cs,iﬂ s € ‘yﬂ (15)

where L (T) — counter of slice s resource changes, ¢, ; — moment i of

changing resource C,.
— Average duration of slice degradation period,

ydeg d
S TlgI;oD +1 ZZ 3 sz 1)‘7_[{RSZ<R} Sey' (16)
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— Capacity utilization,

1
UTIL:EZ,}E&QTZ Ys,i = Ys,i— 1)N R Seya (17)

where Y (T') — counter of slice s service rate R, and number of jobs N
changes, y, ; — moment ¢ of changing R, or V.

— Re-slicing frequency.

— Average duration of the re-slicing operation.

6. Numerical results

To illustrate the performance of the simulator, we consider five slices with
the parameters given in the table 2

Table 2
Parameters’ values for the numerical example
Slicer

Total capacity C 8000
S )
Timer interval t,;,,c, 100s
Slice i 1 2 3 4 5
RN = Rl‘-l , Mbps 2 ) 25 50 30
R Mbps 2.2 8 30 75 | 8000
Y 0.075 | 0.075 | 0.35 | 0.25 | 0.25
A=) exp())
Request interarrival time A™', s | 1.65 | 7.25 16 19 )
B,(x) exp(6)
Mean file size —1, GB 0.3 1.2 | 25 5 1

Scenario is intended to demonstrate a system with an increased workload
in slices 1 and 2. The guarantees are selected in such a way, that slices 3 and
4 are the main donors of capacity.

Figure 6 illustrates how the degradation probability P varies depending
on the re-slicing triggers for the cases under study. Static re-slicing gives
a high degradation probability in slice 1. For event triggers, we observe low
degradation probability (~ 1%) for slices 1, 2, 4 and insignificant degradation
probability in 5. When re-slicing is triggered by timer, the slicer reacts to
the state of the system with a long delay, so there is an unacceptably high
probability of degradation in donor slices 3 and 4.
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The capacity utilization metric in figure 7 indicates that re-slicing upon
all events and arrivals provide the highest resource utilization and the lowest
waste of resources. This would be good if it were not for the fact that at
a much lower system utilization, re-slicing upon degradation yields the same
efficiency in terms of degradation probability.

Let us take a look at such an important indicator as the frequency of
re-slicing calls. Figure 8 additionally confirms the efficiency of re-slicing upon
degradation compared to re-slicing upon all events and arrivals, and even by
timer. For all triggers, as expected, slicing takes roughly the same amount of
time, averaging 0.04 ms.

I Slice 1 I Slice 3 I Slice 5
[ Slice 2 I Slice 4

1.0000

0.1000

0.0010

Slice degradation probability
(=]
[
S
(=]

=

S

(=]

S

—_
I

T
All events Arrivals  Degradation Timer (100s) Static
Re-slicing trigger

Figure 6. Slice degradation probability for different re-slicing triggers

All events  Arrivals Degradation Timer (100s)  Static

UTIL

Figure 7. System utilization for different re-slicing triggers
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1.00

0.10 5

Re-slicing Frequency (S~1)

0.01 -

All events Arrivals Degradation Timer (100s)
Re-slicing trigger

Figure 8. Re-slicing frequency for different re-slicing triggers

Let us consider the average share of capacity C, allocated to each slice
depending on the re-slicing trigger (figure 9). As we see, slices 1 and 2
receive significantly more capacity with frequent re-slicing than indicated in
the SLA — the scheme allows this.

1.0
—— Guarantees Y Degradation
0.8 EE All events IE Timer (100s)
g Arrivals HEEl Static
£
w
2 0.6
3
g
£ 0.4 -
[
o
>
<
0.2 1
0.0 -

Slice 1 Slice 2 Slice 3 Slice 4 Slice 5

Figure 9. Average slice capacity share for different re-slicing triggers compared with the
contracted share
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7. Conclusion

A simulation model of network slicing with SLA-based isolation has been
developed. By using the Object-Oriented Programming paradigm [8], as
well as the built-in functionality of OMNeT++ and queuinglib, the following
principles have been achieved:

Modularity of the system: model elements (slicer, slice, queue, source
of requests, delay, etc.) implemented as objects are logically separated,
and the interaction among them occurs by transmitting global signals or
messages through special channels.

Polymorphism, inheritance and encapsulation of slices: all types
of slices have a common ancestor which specifies all the mechanisms
necessary for communicating with the slicer, so each descendant class
describing a new slice type can replace their implementation with their
own without breaking the interaction structure. In connection with the
same principle, the QS describing the way of processing users (jobs)
within a slice can take any form and be designed at the discretion of the
developer. Thus, any slice is characterized only by its type and unified
set of parameters.

Homogeneity of the structure of the input data: an important
characteristic for any simulator is the ease of use, in particular, the
way of specifying the input data. In our implementation, based on the
previous principle, the initial conditions for any slice are set in the same
way using a configuration file.

Compliance with the indicated principles leads to scalability and extensibil-
ity of the simulation model.
Further research objectives:

taking into account the state of the radio channel;
adding and analyzing other re-slicing triggers;
adding other types of slices;

extensive numerical analysis.
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NMmurarimonHoe MoaeIMpOBaHUEe pa3/elieHus PecypcoB
Cc n3oJdanueil cjaiicoB Ha baze SLA
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B nacrosimee Bpemsi, HeCMOTPsI Ha BBOJI, B 9KCILIYATAIINIO ceTeil MOOUIbHON CBA3M H-
I'0 TIOKOJIeHUsI, 9P (MEKTUBHOE pa3eIeHIe PECYPCOB CETH PaUOI0CTYIIA, O-IIPEsKHEMY
ocTaéres akTyabHOU 3aadeii. CBOM KOPPEKTUBBI B €€ TIOCTAHOBKY BHOCSIT TE€XHOJIO-
MU BUPTyaJIu3anuu 1 Hape3ku cetu (network slicing), mossossioniye pa3aensrs ceTb
AO0CTyIIa Ha JIOTUYIECKHE IMOACETH. B CTaTbe IPEIJIO2KEH MHCTPYMEHT NMUTAITUMOHHOTO
MOJIe/IMPOBaHUs, pa3paboranubiii Ha maargopme OMNeT++ mia ananusza addek-
THUBHOCTHU CXEMbI Pa3JIeJIEHUsI PECYPCOB C U30JIANNEH CIaicoB Ha Oa3e coramieHuii 0o
ypoBHe ob6cayxRupanust. OO0beKTHO-OPUEHTUPOBAHHBIN TOIX0J, K MTOCTPOEHUIO CUMYJIs-
TOpa 00eCIIeUINBAET THOKOCTh M PACIINPSIEMOCTh MOJEIN. B cTaThe KPaTKO M3JI0KEHA
nccaeayeMasi CXeMa CJIafCHHTa, TOAPOOHO OIMUCAHA aPXUTEKTYPa MPOrPAMMHOIO CPE/I-
CTBa U OCOOEHHOCTHM TOCTPOEHUS] MMUTAIMOHON MOJIEJIN, MPUBEJIEHBI PE3YIbTATHI
YUCJIEHHOTO aHAJIM3a.

KmroueBbie ciioBa: crcTeMa MacCOBOI'O OOC/IY KUBAHUS, PA3JIEJIEHAE PECYPCOB, Ha-
pe3Ka ceTu, UMUTAITMOHHOE MOJIEJIMPOBAHUE, ONITUMU3AIIIS
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The offloading of computing tasks to the fog computing system is a promising
approach to reduce the response time of resource-greedy real-time mobile applications.
Besides the decreasing of the response time, the offloading mechanisms may reduce
the energy consumption of mobile devices. In the paper, we focused on the analysis
of the energy consumption of mobile devices that use fog computing infrastructure to
increase the overall system performance and to improve the battery life. We consider
a three-layer computing architecture, which consists of the mobile device itself, a fog
node, and a remote cloud. The tasks are processed locally or offloaded according
to the threshold-based offloading criterion. We have formulated an optimization
problem that minimizes the energy consumption under the constraints on the average
response time and the probability that the response time is lower than a certain
threshold. We also provide the numerical solution to the optimization problem and
discuss the numerical results.

Key words and phrases: queuing system, fog computing, cloud computing, queuing
theory, optimization, Laplace—Stieltjes transform

1. Introduction

In recent years, fog computing has received attention from the scientific
and industrial community. Many papers were related to opportunities and
challenges of fog, focusing primarily on the networking context of the Internet
of Things (IoT) [1]. Another one of the most popular topics and pressing
research issue is the compromise between the energy-efficiency and the response
time in offloading of mobile application tasks to fog computing infrastructure.
The paper [2] presents the results of a study on energy consumption, execution
delay and payment cost of offloading processes in a fog computing network
in terms of queuing theory. Research in [3] focuses on energy-efficient task
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This work is licensed under a Creative Commons Attribution 4.0 International License
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offloading, whose main idea is taking into account both energy consumption
and schedule delay under fog devices. Energy efficient offloading is also a vital
task in the context of the Internet of Things concept [4].

In our previous paper [5], we developed an analytical framework for response
time analysis that takes into account the variation of tasks in terms of
processing volume. Then in the paper [6], we analyze the two-parameter
offloading mechanism that takes into account both the computing complexity
and the data size to be transferred in case of offloading. In [7] we derived the
cumulative distribution function of the response time in terms of Laplace-
Stieltjes Transform. In the current work, we solve the optimization problem
by minimizing energy efficiency, subject to the average time constraint and
taking into account the probability that the time exceeds a given threshold.

2. Mathematical model

We consider a distributed computing system that consist of mobile devices
(MDs), a fog node and a remote cloud. MDs run real-time applications that
require significant amount of computational resources. For each task, a MD
makes a decision, whether it will be offloaded to the fog node or processed
locally. The capacity of the fog node is limited, which means if there are too
many tasks offloaded, then some of the offloaded tasks are redirected to the
remote cloud to prevent the fog node congestion. In terms of queuing theory,
the considered system can be represented as shown in the figure 1.

Mobile Devices 1 Wireless Network ' Fog Nodes i Cloud
; 1 ]
AR(Y) o i Z (b :
Lett ) : : L) :
o : e
1 1 1 1
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Figure 1. Mathematical model in terms of queuing network

Assume there are M MDs, each of them generating a flow of tasks with
exponentially distributed interarrival times according to Poisson’s law with
intensity A;, ¢ = 1,..., M. Each task is characterized by the amount of
processing volume required and the data size to be transferred in case of
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offloading. We assume that the processing volume (measured in millions
of instructions, MI) and the data size (measured in MB) are independent
random variables with CDFs W, (x) and S;(z), probability density functions
(PDF) w,;(x) and s,(z) respectively. MDs process locally served tasks in the
FCFS mode with constant serving rate u;, ¢ = 1, ..., M (measured in MIPS).

We propose the offloading mechanism that implies offloading tasks that
are “heavy” in terms of processing volume and “light” in terms of data size.
Splitting to “heavy” and “light” tasks are done by the threshold O, on the
processing volume and the threshold O, on the data size. Hence, the offloading
probability 7; o on the i-th MD is evaluated [6], [7] according to the following
formula

oo Oe

oo = / 2)ds [ s(u)dy = (1-W,(0,))5,0,) 1)

0

’u)

If a task is processed locally, then the response time consists of processing
time on an MD only. If a task is offloaded to the fog node, then the total
response time is the sum of task transmission time to the fog node through
wireless network, the processing time on the fog node and the transmission
time back to the MD. If the fog node is overloaded and an offloaded task
is sent to the remote cloud, then the processing time at the fog is replaced
by the transmission time between the fog node and the remote cloud, the
processing time on the cloud and the transmission time back to the fog node.

We assume that the wireless network provides total bitrate R, which is used
to transmit the data of tasks one-by-one in FCFS order, so the transmission
time is obtained as the fraction of the data size of a task and total bitrate R.
On the other side, the transmission time between the fog node and the cloud
is assumed constant.

The fog node provide computational resources by means of virtual machines
(VMs), each of them having the constant serving rate A\p. The total number
of VMs at the fog node is N. The constant serving rate -~ of VMs at the
cloud is greater than pp, and amount of computational resources (VMs) at the
remote cloud is assumed to be large enough, so that it cannot be overloaded.

3. The response time analysis
3.1. CDFs of the response time components

The service process at MD 1 is modeled in terms of a queuing system
M /G/1 with arrival intensity A,, Z A; = A. The distribution function of the

processing volume on a MD can be determmed by conditional CDF W, p, ; ()
as follows

Wi(O,) + (Wix) — W,

7

(0,)A=5:(0,)

i 2 <0,
]__7-(-1’0
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Having obtained the distribution function of the processing volume
Wip.i(p;r), we can find the serving time at a MD. By virtue of the fact that
the serving rate on the i-th MD is constant and being pu,, its CDF is easily
obtained as Ty,p ;(z) = Wysp ;(11;7). The average serving time at MD 4 can
be found through integration using the CDF T}, ;.

If a task is offloaded to the distributed computing infrastructure, it is
first transferred through the wireless network to the fog node. The delays
in wireless networks are obtained analogously, by employing M /G/1 queue.
The arrival intensity A is the sum of the offloading intensities from all MDs

M
Arp= > AT o The CDF S, () of the file size to be transmitted is
=1

1
Strﬂ; (x) = Wi,o(l - Wi(Ow»Si(l‘),
1, x>0,

r< O

v (3)

and the service time distribution in the wireless network is T}, ;(z) =
Str,i(Rx)'

At the fog node, there are N VMs to serve offloaded tasks, so the service
process may be modeled by M /G /N /0 queue, where the blocked customers
are redirected to the next layer — remote cloud. The arrival intensity is the
same as for wireless network — M. The service time is determined by

1
Wg () =4 Ti,0 (4)

The service time is simply processing volume divided by the service rate
i, so the CDF of the service time at the fog node is

TF7,<£B) = WF,i(:qu>7 (5)
AT
Tr(@) = =5 2T @), (6)

The probability that a task is redirected to the remote cloud 7 is obtained
from Erlang formula for M /G /N /0 queues as

TN N T )k
= Qe (Z e ) -

k=0

where 7 is the average serving time at the fog node, which can be easily
evaluated from the CDF T'F(z). The service time distribution T-(x) at the
cloud is

Toi(x) = We i (poT). (8)
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3.2. The average response time

The total response time is the conditional sum of processing and transmis-
sion delays. A task from i-th MD is processed locally with probability 1—m,

on the fog node with probability 7; 5(1 — 7x) and on the cloud with proba-
bility m; omp. In [7], we derived the Laplace-Stieltjes Transforms (LST) for

all delay components for the case of Gamma distribution of both processing
volume and data size, and obtain the LST of the total response time.

First, we derived the LST TMD’i(s) of the service time at the MD i as

oo

T / —sx d T ( )) 1 /%2
€ €T = _
mp.il J MD L —m; 0L (s6y + ;)3

_0s O, (291 Q) ;O (80, + p14) + p2é,
_ _ 5 _S By Sw
(1 ‘ (1 " 53 ))e 5w(85w + Hz) (9)

with the the LST of ¢, ; the sojourn time distribution on mobile device i

_ s(1—p;)
“mp (%) = s—A + )‘iTMD,i(‘S), 10
¢MD,1’<S) = TMD,Z‘(S)WMD,Z‘(S)' (11)

Then we obtained the LST T F.i(s) and T, 0.i(8) of the service time distribu-
tion at the fog node and cloud, respectively. LST TFZ(S) of the service time
distribution at the fog node is derived from CDF

e 9]

Trals) = / e d(Tp y(x)) = ¢ () 12 ;fsaff'j“ ow (19)

0

LST of the service time distribution in the cloud is obtained by analogy with

TF i(s).
The LST wy, ;(s) of the waiting time distribution and the LST ¢,,. ;(s) of
sojourn time in the wireless network are:

S(l_ptw> T
Wy i(8) = = s D i(8) =T i (8) Wy (8). 13
er,i(8) P R 0ri(8) = Ty i (8)wyy 5(s). (13)

Having obtained the LST of all these delay component distributions, we
made use of the convolution formula and obtain the LST 7(s) of the response
time distribution of a task from MD i:

7(8) = (1 =7, 0)bnp.i(s) + 7 0(1 — 7TF>TF,i(S>¢t2r,i(8>+
—J’_Wi,OWFTC,i(S>¢?r,i(5)i-‘1%0(8>' (14)
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After this we used numerical Reverse LST 7(s) to evaluate the CDF 7(s)
of the response time.

Actually, the average response time can be calculated as
M A
e
j=1

The resulting expressions allow to get the probability I1(7") that the response
time is lower than a threshold T’

I(T) = 7(T). (16)

4. The energy consumption analysis

In this section, we present the formulas for the average power consumption
of MDs obtained at an earlier stage of research [6].

The energy consumption for tasks processed on MD is proportional to the
processing volumes of tasks, therefore the average energy consumption FE,, ;
during locally executing on i-th MD can be evaluated as follows:

Eyri = Poritmp,is (17)

pryt pr,

where P, ; is the power consumption (W) during the processing of the i-th

MD, which is considered constant for simplicity of calculations.

The average file size transmitted by i-th MD, can be calculated through
integration using CDF S,,. ;(x) from the previous section.

The energy consumption during transmitting is also proportional to the
transmission time, so the average energy consumption E, .. of the i-th VD
during task transmission is

tr,i

0,
=P,

E t?"ZR

(18)

tr,i

Then the average energy consumption for any i-th MD is the weighted sum
of processing and transmission energies:

B; = (1= 7,0) By + T30 B (19)

A pr,i

At the end, we can evaluate the average energy consumption for a task
from an arbitrary MD as follows
1

E= i ( (20)

'M: >

J
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5. Optimization problem

In order to find the minimum energy consumption E under constraints on
the average response time and the probability II(7") that the response time is
lower than a threshold T, we formulate the optimization problem as follows:

(1= Z ————FE; — min,
( a>

KH>.
—_

(21)

6. Numerical results

In this section, we presented the numerical results of our study. The main
metric of interest here is the minimum power consumption F for a task from
an arbitrary MD under the constraints from the optimization problem.

We consider a system with M = 20 homogeneous MDs that run the same
applications, so the distributions of processing volume and data size of tasks
are also the same. The fog nodes can run maximum N = 8 VMs. All values
of parameters used in the section are gathered in table 1.

Table 1

Parameter values for the numerical analysis

Parameter | Value

M 20

N 8

R 150 Mbps

A 2 tasks/s

1 4 MIPS

U 6 MIPS

% 10 MIPS

0 0.25

0, 0.75

tpe 0.5s

P, 16 W

P, 0.2 W
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Figure 2 shows the probability II(T") as a function of processing volume
threshold with the response time threshold 7" = 0.5. The power consumption
graph begins to descend only at values of II* = 0.94 and above. This shows
that only with a very high threshold value of the probability II(7) that the
response time is lower than a threshold 7T, there will be a gain in terms of
energy costs.

0.76 .
0.74F :
072F .
0.70F ]

0.68 .

Minimum power consumption, E

0.66 |

0.64 ]

0.90 0.92 0.94 0.96 0.98
Probability threshold IT*

Figure 2. Dependence of the minimum power consumption £ — min on the threshold value
Im*, T =0.5

7. Conclusions

In the paper, we focused on the analysis of the reducing energy consumption
of MD’s that use fog computing infrastructure to increase the performance
and to improve the battery life of mobile devices. We have formulated and
solved the problem of energy consumption optimization using constraints on
the average response time and the probability that the response time is lower
than a certain threshold, on the basis of which we offer some recommendations
for offloading the system.

Acknowledgments

This paper has been supported by the RUDN University Strategic Academic
Leadership Program (recipient Sopin E., mathematical model development).
The reported study was funded by RFBR, project number 20-07-01052 (recip-
ient Daraseliya A., optimization problem). The reported study was funded by
RFBR, project number 19-07-00933 (recipient Sopin E., numerical analysis).



A.V.Daraseliya, E. S. Sopin, Optimization of mobile device energy ... 61

References

[1] M. Chiang and T. Zhang, “Fog and IoT: an overview of research oppor-
tunities,” IEEE Internet of Things Journal, vol. 3, no. 6, pp. 854-864,
2016. por: 10.1109/JI0T.2016.2584538.

[2] Z. Chang, Z. Zhou, T. Ristaniemi, and Z. Niu, “Energy efficient op-
timization for computation offloading in fog computing system,” in
GLOBECOM 2017 — 2017 IEEE Global Communications Conference,
2017, pp. 1-6. DOI: 10.1109/GLOCOM. 2017 . 8254207.

[3] Y. Jiang, Y. Chen, S. Yang, and C. Wu, “Energy-efficient task offloading
for time-sensitive applications in fog computing,” IEEE Systems Journal,
vol. 13, no. 3, pp. 2930-2941, 2019. por: 10.1109/JSYST.2018.2877850.

[4] Q. Li, J. Zhao, Y. Gong, and Q. Zhang, “Energy-efficient computation
offloading and resource allocation in fog computing for Internet of
Everything,” China Communications, vol. 16, no. 3, pp. 32-41, 2019.
DOI: 10.12676/j.cc.2019.03.004.

[5] E.S. Sopin, A. V. Daraseliya, and L. M. Correia, “Performance analysis
of the offloading scheme in a fog computing system,” in 2018 10th
International Congress on Ultra Modern Telecommunications and Control
Systems and Workshops (ICUMT), 2018, pp. 1-5. boI: 10.1109/ICUMT.
2018.8631245.

[6] E. Sopin, K. Samouylov, and S. Shorgin, “The analysis of the computa-
tion offloading scheme with two-parameter offloading criterion in fog
computing,” pp. 11-20, 2019. DOI: 10.1007/978-3-030-34914-1_2.

[7] E. Sopin, N. Zolotous, K. Ageev, and S. Shorgin, “Analysis of the
response time characteristics of the fog computing enabled real-time

mobile applications,” Lecture Notes in Computer Science, vol. 12525,
pp. 764-779, 2020. DOI: 10.1007/978-3-030-65726-0_9.

For citation:

A.V.Daraseliya, E.S. Sopin, Optimization of mobile device energy consump-
tion in a fog-based mobile computing offloading mechanism, Discrete and
Continuous Models and Applied Computational Science 29 (1) (2021) 53-62.
DOI: 10.22363/2658-4670-2021-29-1-53-62.

Information about the authors:

Daraseliya, Anastasia V. — PhD student of Department of Ap-
plied Probability and Informatics of Peoples’ Friendship University
of Russia (RUDN University) (e-mail: avdaraseliya@sci.pfu.edu.ru,
phone: +7(495)9550927, ORCID: https://orcid.org/0000-0002-6603-2596)

Sopin, Eduard S. — Candidate of Physical and Mathematical Sci-
ences, Assistant professor of Department of Applied Probability and
Informatics of Peoples’ Friendship University of Russia (RUDN Uni-
versity); Senior Researcher of Institute of Informatics Problems of
Federal Research Center “Computer Science and Control” Russian Acad-
emy of Sciences (e-mail: sopin-es@rudn.ru, phone: +7(495)9550927,
ORCID: https://orcid.org/0000-0001-9082-2152)



62 DCM&ACS. 2021, 29 (1) 53-62

VIIK 004.75
PACS 02.50.Fz, 02.60.Pn,
DOI: 10.22363/2658-4670-2021-29-1-53-62

OnruMusanus HepromnorpedeHns MOOMIIBHBIX yCTPOMCTB
B CHCTeMe TyMAaHHbIX BbIYUCJIECHUNI

A. B. Japacemus', D. C. Comun'?

L Poccutickuti yrusepcumem dpyorc6vs napodos
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Bruirpyska 3a/a4 MOOMJIBHBIX BBIYUCJIEHUNH B CHCTEMY TYyMAHHBIX BBITHC/ICHUIA
[IPEJICTABJISIETCS MHOTOOOEIIAIOIITUM TIOJIXOI0M JIJIsi CHU2KEHUsI BPEMEHU OTKJIMKA, Pe-
CYPCOEMKUX MOOUJIBHBIX MPUJIOKEHUM, PYHKIIMOHUPYIOIINX B PEXKUME PEATHHOTO
BpeMeHn. HOMI/IMO CHUKEHNA BPEMEHN OTKJIMKA, MEXaHU3MbI BBII'DY3KHU BBIUUCJICHUT
[IOMOT'YT TaK>Ke€ CHU3UTH IHEPronoTpedsieHne MOOMIBHBIX yCTPOUCTB. B a0l cTarhe
MBI IIPOBOJIMM aHAJII3 SHEPronoTpedIeHIs MOOUIBHBIX YCTPONCTB, KOTOPHIE UCIIOTH3Y-
0T I/IHCbpaCprKTypy TYMaHHbIX BBIYNUCJIEHUI JJIg TIOBBIICHU A ITPOU3BOAUTE/IBHOCTH
U YBeJIMYEHUsT BpEMEeHN UX aBTOHOMHOM paboTel. PaccMaTpuBaeTcst TpéXypoBHEBasT
BBIUUCJUTEIbHAS CHCTEMA, COCTOSINAs U3 HEMOCPEJICTBEHHO MOOUILHOTO YCTPOMCTBA,
y3J1a CUCTEMBI TYMAHHBIX BBIYUCJIEHUN U yIaJéHHOTO obJiaka. 3a1a9u MOOUIBHBIX
BBIYUCJIEHUN MOTYT OBITH 00pabOTAHBI JIOKAJIHHO HA YCTPONCTBE MM OBITH BBHITPY2Ke-
HBI B COOTBETCTBUM C IOPOTOBBIM KpuTepueM Boirpy3ku. ChopmyaupoBaHa u perieHa
3ajiava ONTUMU3AINYA SHEPrOMOTPEOJIEHNS IPYU HAJIMIUU OIPAHUYIEHUN HA CPeIHee
BpeMd OTKJIMKa 1M Ha BEPOATHOCTDH TOT'O, 9YTO BPeMA OTKJIMKA HUKE OHpeI[eJIéHHOFO
OpOTA.

KuroueBbie ciioBa: cucreMa MacCOBOTO OOC/IYXKUBAHUs, TYMAHHbBIC BBIUYHCJTIE-
Hust, 00JIAYHbIE BHIYUCIEHUsI, ONITUMM3alns, ipeobpasopanne Jlamraca—Cruirbeca
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On conjugate difference schemes: the midpoint scheme
and the trapezoidal scheme
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The preservation of quadratic integrals on approximate solutions of autonomous
systems of ordinary differential equations & = f(x), found by the trapezoidal scheme,
is investigated. For this purpose, a relation has been established between the
trapezoidal scheme and the midpoint scheme, which preserves all quadratic integrals
of motion by virtue of Cooper’s theorem. This relation allows considering the
trapezoidal scheme as dual to the midpoint scheme and to find a dual analogue
for Cooper’s theorem by analogy with the duality principle in projective geometry.
It is proved that on the approximate solution found by the trapezoidal scheme,
not the quadratic integral itself is preserved, but a more complicated expression,
which turns into an integral in the limit as At — 0. Thus the concept of conjugate
difference schemes is investigated in pure algebraic way. The results are illustrated
by examples of linear and elliptic oscillators. In both cases, expressions preserved by
the trapezoidal scheme are presented explicitly.

Key words and phrases: dynamical systems, quadratic integrals, difference schemes,
conservation laws, midpoint scheme, trapezoidal scheme

1. Introduction

Dynamical systems are the most important mathematical models in me-
chanics and physics. Only a few of these models are integrated in a closed
form [1], therefore, they have to be investigated using numerical methods, of
which the most important is the finite difference method.

Let = be a point in an m-dimensional affine space. Any difference scheme
that approximates differential equation

dx
N = f(z) (1)

© Ying Y., Malykh M.D., 2021
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describes a transition from the value x at some initial moment of time to the
value of Z at the moment of time shifted from the initial value by the quantity
At, called the step. We will consider algebraic schemes, i.e., those in which
the above correspondence is specified using a system of algebraic equations

F(z,%,At) = 0. (2)

If the original equation has an algebraic integral g(x) = C, and it follows
from the equations (2) that

9(%) = g(z),

then this difference scheme is said to preserve this integral.

If we use explicit difference schemes for integrating dynamical systems,
then the values of the integrals of motion will change monotonically step by
step. At the turn of the 1980s and 1990s, the first difference schemes were
constructed that preserve exactly the algebraic integrals of dynamical systems.
For example, the scheme constructed by D. Greenspan preserves all classical
integrals of N-body problems [2]-[5], the symplectic Runge-Kutta schemes,
including the simplest of them, the midpoint scheme

f—xzf(£;x>Au (3)

preserve linear and quadratic integrals in virtue Cooper’s theorem [6]—[9].
This circuit has a whole bunch of wonderful properties inherited from the
original differential equation [10].

This seems to be a simple consequence of the t-symmetry of the midpoint
circuit: the equation (3) is invariant under the transformation

At — —At, T —x, x—1T.

The trapezoidal scheme has the same property

A ~ At
Foo = (f@)+ f@) 5 (@
however, in experiments with an elliptic oscillator performed by Yu. A. Blinkov
for PCA’2019 [11], the quadratic integrals oscillated, although they did not
increase monotonically. The absence of monotonicity in the variation of
the values of the integrals of motion on approximate solutions is extremely
important from the physical point of view, since, on average, all fundamental
conservation laws are satisfied on solutions of this type.

The noted behavior of the approximate solutions found by the trapezoidal
scheme can be explained by the fact that it is conjugated to the midpoint
scheme and therefore some more complex expression is retained on it [9,
§VI.8.1-2]|.

The very concept of conjugate difference schemes [9, def 8.1| is formulated
locally in terms of power series. The implicit function theorem can be applied
to the system of algebraic equations (2) and, under certain conditions, we
can assert that



Y.Ying, M. D. Malykh, On conjugate difference schemes: the midpoint ... 65

T=a+ f(x)At+ ... = Py (2),
where @ is a series in powers of At, the coefficients of which are rational
functions of z. Difference schemes
T=®p(z) and T = U, ()

are referred to as mutually conjugate, if there exists a change of coordinates

T=xXaiY) =Y+,

such that .
Par = Xat o ¥ar o Xar
It is clear from this definition that the exact preservation of the expression
of one of these schemes entails the preservation of some expression by the

other scheme. Say, if the scheme W 5, preserves the integral g(x) exactly, then
the scheme ® ,, preserves the expression

9(Xar(®)) = g(z) + g (2) At + ...,

depending on At [9, §VI.8.2].

In this article, we will clarify the geometric meaning of the conjugacy of the
two above schemes and write down explicitly the expression that preserves
the trapezoidal scheme.

2. Relationship between trapezoidal and midpoint
schemes

The approximate solution of the system (1), found by the scheme (2) with
constant step At, is a finite or infinite sequence of points

Ty Ty Loy - (5)

the first element of which is chosen in an arbitrary way, and all the others
are defined recursively: x,_; is the root Z of the equation

F(z,,z,At) =0,
tending to z,, at At — 0.

Theorem 1. Let xy, 2z, o, ... be an approzimate solutions of equation (1),
calculated using the midpoint scheme (3). Then coordinates x|, x], x5, ... of
middles of links of broken line xqx 2, ... (figure 1) yield another approximate
solution of the same equation, calculated by the trapezoidal scheme (4).

Proof. The middle of link x,,x, ., of the solution found by the midpoint
scheme is given by the formula

.'17/ _ :Un+1 +xn.

" 2
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Tn+1

Lp—1

Figure 1. The solutions x, 1, Ts, ... and z{, 7, T4, ... found by the midpoint schemes
and by the trapezoidal scheme

In this case, the ends of the link are unambiguously reconstructed from its
given midpoint:

G o Tpi1 — At
R N A (CA
and N A
Lp+1 Ly Lpt1 — Ty
2, = DT e T (el S
Since z,,,, belongs to two links z,,z, ; and =, 7, 5, we have
At At
Tyiq =T + f(xm? =Ty g — f(w;wrl)?
from where it immediately follows that
, At
Ty — Ty = (f(2),q) + flz,)) o

Thus, the midpoints can be calculated using the trapezoidal difference
scheme (4). 0

By virtue of the theorem 1, the solutions xyz,x, ... and x{z] 25 ..., found
by the midpoint schemes (3) and by the trapezoidal scheme (4) turn out to be
coupled with each other. By analogy with the duality principle in projective
geometry [12] it is hoped that any statement about the midpoint scheme
should have a 'twin’ in the trapezoidal scheme.

One of the most interesting properties of the midpoint scheme is Cooper’s
theorem [9, th. 2.2|, according to which this scheme preserves any quadratic
integral of motion.
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Equality
g('rn) = g(xn—&-l)
is easily rewritten by expressing x, though z;,, and z, ., though x; _ ;:
, , At , . At
g (xn - f('rn)7> =g <$n+1 - f<$n+1>7> :
Therefore, for dual scheme (4) the conservation law takes the form
- At At
g3 1@5) =g (o 1@)5). ()

Thus, a quadratic integral is also inherited by the trapezoidal scheme (4),
but the expression for the conserved quantity coincides with g only in the
limit At — 0. This circumstance made complicated finding it.

Definition 1. Let us say that a difference scheme inherits the integral
g(x) = Cif there exists a rational function G(x, At) such that

1) from the equations that specify the scheme it follows that
G(z,At) = G(z, At),

2) in the limit At — 0 expression G(x, At) turns into g(x)
Function G itself will be referred to as the difference analog of the integral g.

Theorem 2 (Cooper’s dual theorem). The trapezoidal scheme inherits
all linear and quadratic integrals of motion, and the difference analogue of the

integral g will be
At
g (2 1@)5).

3. Examples

Consider several examples.

3.1. Linear oscillator

In the case of a linear dynamical system, the midpoint scheme and the
trapezoidal scheme are the same, so the midpoint scheme becomes self-
conjugate. This circumstance greatly simplifies the study of the midpoint
scheme for a linear oscillator.

Consider a dynamic system

which has a quadratic integral

?+y*=C.
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The midpoint scheme will give points (zy, y,), (1, %1), ... lying on the circle
22 442 = R,

the radius of which is determined by the initial point

R=\/x%+12.

The midpoints of the links lying on the circle

22 4y =12,

the radius of which can be determined by the first link

T:\/(x1+900>2+<y1+yo>2: R
2 2 J1+ A /4

Thus, the trajectory on the phase plane turns out to be a broken line, the
vertices of which lie on a circle of radius R, and the links touch a concentric

circle, the radius of which is 1/1 + At? /4 times less than R. In particular,

the trajectory will be closed, and the solution will be periodic if R and r are

the radii of the circumscribed and inscribed circle in the N-gon, that is, if
T

R = cos —.

r/ N

This immediately gives the formula for choosing a step

V14 A#?/4 = cos —.
+ / co8

This formula was previously obtained by us analytically [10].

3.2. Elliptic oscillator
By the definition of Jacobi functions [13],
p=snt, q=cnt, r=dnt

is a particular solution of the autonomous system of differential equations

p=qr, ¢=-—pr, ©=—k’pq (8)
with the initial conditions
p=0, g=r=1 att=0.
The midpoint scheme preserves both intergals

p? +q¢%> =const and Kk%p? + r? = const (9)
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of this system. Now the trapezoidal scheme

At

pp= (@ +ar) e

does not coincide with the midpoint scheme and, therefore, its invariants are
more complicated.

Nevertheless, the integral
p2 + q2 = const
corresponds to the integral

At\? At\? At AP
(p — qr—) + (q —}—pr—) =p*+ @+ FPrP—+pPrP—

2 2 4 4
2A¢2
(p? + ¢?) <1+r4 )

or

The integral
k?p? + r? = const
correspods to
2

At At ? At At?

A 2

or

4

Thus, in the space pgr the vertices of the trajectory lie on the elliptic curve
(9), and the midpoints of the links of the broken line lie on a more complex
curve

r2 At? At?
(p* +q°) <1+ ) ) =Cy,  (Kp*+17) <1+k2q27 =Cy. (10)

This means that the trapezoidal scheme for an elliptic oscillator inherits both
quadratic integrals, and their difference counterparts are the expressions (10).

If we follow the change in p? + ¢? on the approximate solution found by
the trapezoidal scheme, then we will see a deviation from a constant value
equal to

r2At?
T

(p? + ¢%)

The exact solution is periodic, so in the plots these deviations appear as
periodic fluctuations.
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4. Conclusion

If you do not use specially developed difference schemes, discretization of
continuous models by the method of finite differences introduces completely
new properties into these models: calculations lead to a monotonic change in
quantities, which, from physical considerations, must remain constant. For
example, in computer experiments, dissipation appears even in those cases
when energy was conserved in the original continuous model. In calculations
for sufficiently long time intervals, this dissipation becomes very noticeable,
and the parameters of the dynamical system are significantly distorted.

The number of schemes that preserve algebraic integrals of motion exactly
is small and their drawbacks are well known. Difference schemes, in which
the integrals of motion fluctuate around their initial values, significantly
expand this set. However, the noted property is usually accepted without
explanation and even more rigorous proof. Theorem 2, which is dual to
Cooper’s theorem, allows us to fill in this gap for the trapezoidal scheme (4)
by explicitly specifying expressions that coincide in the limit At — 0 with
exact integrals and at the same time are preserved on approximate solutions
exactly.

It would be very interesting to generalize this result to other schemes, the
use of which does not lead to a monotonic increment of the integrals of motion.
For such a generalization, in our opinion, it is necessary to investigate in more
detail the question of schemes that are, in a sense, dual to the symplectic
Runge-Kutta schemes.
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O conpsa>XEHHBIX PA3HOCTHBIX CXeMaX: cXeMa cpeaHen
TOYKM M CXeMa Tpaleruia

FOit u!, M. 1. Manbrx>

U Vinusepcumem Katiau
Kaiyuan Road 3, Katiau, 556011, Kumari
2 Poccudickuti yrueepcumem 0pyscove napodos
ya. Muxayzo-Maxasan, 0. 6, Mockea, 117198, Poccus

B craTpe uccienoBan BOIPOC O COXpPAHEHUN KBAIPATHYHBIX WHTEIDAJIOB HA MPU-
OJTMKEHHBIX PEIIEHUAX aBTOHOMHBIX CUCTEM OOBIKHOBEHHBIX Mud@EpPeHITnaAIbHBIX
ypaBHeHuit & = f(z), HaliJIeHHBIX 110 cXeMe Tpanenuii. YCTaHOBJIEHA CBSA3b MEXK/Ly
CXEMOH Tpallelluy U CXEMOM CpeliHell TOUKU, KOTOPasd COXPaHdAeT BCe KBaJApaTUYHbIe
WHTErpaJjbl JIBUXKEHUS B CUJIy TeopeMbl Kymepa. DTa CBA3b HO3BOJISET PACCMAT-
pUBaTL CXeMy Tpamenuii KaKk JIBOMCTBEHHYIO K CXeMe CPeJIHefl TOYKU U OTBICKATH
JBOMCTBEHHBIH aHaJjor st Teopembl Kymepa. Jlokazano, 94To Ha IpUOIUKEHHOM Pe-
[IeHNY, HafiIeHHOM IO CHMMETPHUIECKOI CXeMe, COXPAHdAeTCs He caM KBaIPATHIHBIN
UHTErpaJi, a 0oJiee CJIOKHOE BhIPayKeHMe, KOTOPOE TIEPEXOJUT B UHTErPAJ B IIPEJIETIe
npu At — 0. Pe3ynbraTsl TpOULTIOCTPUPOBAHBI IPUMEPAMU — JIMHEHHBIM W DJIIATI-
THYECKUM OcClmLIsiTopamMu. B 0b6oux ciaydasax B sIBHOM BUJIE BBIITHUCAHBI BbIPAKEHUS,
KOTODPBIE COXPAHSIET CXeMa TPAaIlelwii.

KiroueBble cJjioBa: JIUHAMUYECKHE CHUCTEMbI, KBaJIPaTUYHbIE WHTErPaJibl, Pa3-
HOCTHBIE CXE€MBbI, 3aKOHBbl COXPAaHEHUdA, CXeMa CpeJHell TOYKH, cxeMa Tpalernuit
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