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Review and comparative analysis of machine learning
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The article is an overview. We carry out the comparison of actual machine learning
libraries that can be used the neural networks development. The first part of the
article gives a brief description of TensorFlow, PyTorch, Theano, Keras, SciKit
Learn libraries, SciPy library stack. An overview of the scope of these libraries and
the main technical characteristics, such as performance, supported programming
languages, the current state of development is given. In the second part of the article,
a comparison of five libraries is carried out on the example of a multilayer perceptron,
which is applied to the problem of handwritten digits recognizing. This problem
is well known and well suited for testing different types of neural networks. The
study time is compared depending on the number of epochs and the accuracy of
the classifier. The results of the comparison are presented in the form of graphs of
training time and accuracy depending on the number of epochs and in tabular form.

Key words and phrases: machine learning, neural networks, MNIST, TensorFlow,
PyTorch

1. Introduction

Due to the vast development of machine learning and data science, it is
not possible to review the diversity of available software solutions. In this
section we will consider only the most popular libraries and frameworks for
neural networks development and machine learning.

The most common language for building neural networks at the moment is
the Python language [1]. There is a number of reasons why this language has
occupied this domain.
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— Python is easy-to-learn language actively used in the field of school
and university education. Because of this, it has gained popularity not
only in industrial programming, but also among professionals who use
programming as a research tool.

— The standard cpython interpreter makes it easy to create bindings for
C-function calls, allowing Python to be used as a convenient interface
for low-level libraries.

— The community has created a wide range of tools for interactive Python
code execution and data visualization (e.g. [2]-[4]). Especially it is useful
for scientific research, where almost always there is no original clear
algorithm of solutions and it is necessary to conduct a scientific search.

A significant disadvantage of Python is its low performance, which can be
overcome by writing critical parts of software in a compiled language (it is
usually C or C++) or by using cython 5] translator.

Many machine learning libraries are also written in two or more languages.
The part of software, which handles main part of computations, is usually
implemented in C or C++ (the core part or backend). Pure Python is used
for bindings to organize a convenient and easy to use interface (interface part
or frontend). So, if a library is implemented in pure Python, then in most
cases:

— It is an add-on to another, lower-level library and provides a more
user-friendly and easy-to-learn interface;
— It is designed for educational purposes or for prototyping.

Note also that all the libraries in this review are free open source software.
Also note that Python 2 support will be discontinued from the beginning of
2020 for vast majority of python libs.

2. Overview of machine learning (ML) libraries

From all reviewed libraries, only TensorFlow and PyTorch directly compete
with each other. Other libraries complement each other’s functionality and
specialize in their own area.

2.1. Scientific Python (SciPy)

Scientific Python libraries set is not directly related to machine learning, but
many machine learning libraries rely on Scientific Python components in their
work. Let us briefly describe the main components included in this set.

— NumPy [6] is the library which implements high performance arrays
and tools for them. The computational core is written in C (52% of
code base) with the interface part in Python (48% of code base). Linear
algebra functions heavily rely on LAPACK library. NumPy implements
variety of linear algebra methods for working with vectors, matrices and
tensors (multidimensional arrays in this case). It also supports parallel
computing by utilizing vector capabilities of modern CPUs.

— SciPy [7] is the library that implements many mathematical methods,
such as algebraic equations and differential equations solvers, polynomial
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interpolation, various optimization methods, etc. For a number of meth-
ods the Fortran (about 23% of the total code base) and C (20% of the
code base) libraries are used.

— Pandas [8] is the library designed to work with time series and table data
(DataFrame data structure). It is written almost entirely in pure Python
using NumPy arrays and is often used in machine learning to organize
training and test samples.

In addition to these three main libraries, the scientific Python stack also
includes Matplotlib [3] for data visualization and plotting, and a set of
interactive shells, such as iPython and Jupyter [2].

2.2. TensorFlow

TensorFlow [9], [10] is an open source library used primarily for deep machine
learning. It was originally developed on by Google’s divisions, but in 2015 it
was released as free open source software under the Apache License 2.0. The
current stable version is 2.1.0.

The computational core is written in C++ (60% of all code) using CUDA
technology, which allows one to utilize graphics cards in calculations. The
interface part is implemented in Python (30% of all code base). There are also
unofficial bindings for other languages, but only C++ and Python interfaces
are officially supported.

The library is based on the principle of data flows (dataflow), according to
which the program is organized in the form of computational blocks associated
with each other in the form of a directed graph which is called computational
graph. Data is processed by passing from one block to another.

Such application architecture makes it easy to use parallel calculations on
both multi-core CPUs and distributed cluster systems. In addition, it is well
suited for building neural networks in which each neuron is presented by an
independent component.

In addition to the computational graph, TensorFlow uses a data structure
called tensor. It is similar to the tensor from differential geometry in the
sense that it is a multidimensional array.

2.3. PyTorch

The PyTorch [11] library was created on the basis of Torch [12]. The original
Torch library was developed in C and used Lua as the interface. With the
growth of Python popularity in machine learning, Torch has been rewritten
in C++11/CUDA (60% code) and Python (32% code). Initial development
was conducted in the company of Facebook, but currently PyTorch is an
OpenSource library, distributed under a BSD-like license. The current version
is 1.3.1.

PyTorch, as well as TensorFlow, is built on the basis of dataflow concept.
The main difference from TensorFlow is that in TensorFlow computational
graph is static, then in PyTorch the graph is dynamic. This means that one
can modify the graph on the fly, adding or removing nodes as needed. In
TensorFlow, the entire graph must be specified before the model run.

The developers of PyTorch emphasize that Python is tightly integrated
into the library (library is more pythonic). This makes it easier to use than
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TensorFlow, as the user does not have to dive into low-level parts written in
C++.

It is worth noting, however, that TensorFlow surpasses PyTorch in popular-
ity, as it appeared earlier and is used in many educational courses on machine
learning.

2.4. Theano

Theano [13] library is a Python interface for the optimizing compiler. It allows
user to specify functions and after that translates them to C++. Then Theano
compiles C++ code to run it on the CPU (using g+ for compilation), or on
the graphics accelerator (using nvee to utilize CUDA). In addition, automatic
differentiation algorithms are built into the library.

After optimization and compilation, the functions become available as reg-
ular python functions, but have high performance. Vector, matrix, and tensor
operations are supported and efficiently parallelized on available hardware
(multi-core processor or graphics accelerator).

With support for multidimensional array operations and automatic differ-
entiation, Theano is widely used as a backend for building neural networks.
In particular, it can be used by the Keras library.

Theano is written almost entirely in Python, but requires NumPy, SciPy, py-
CUDA and BLAS, as well as g++ or NVIDIA CUDA compilers (recommended
for optimal performance).

Development of the library was suspended in 2017, but resumed in 2018.
The current version is 1.0.4.

2.5. Keras

The Keras [14] library provides a high-level programming interface for building
neural networks. It can work on top of TensorFlow, Microsoft Cognitive
Toolkit (CNTK) [15] or Theano [13|. The library is written entirely in Python
and is distributed under the MIT license. Current version 2.3.1

The library is based on the following principles: ease of use, modularity,
extensibility.

The modularity principle allows you to separately describe the neural layers,
optimizers, activator functions, etc, and then combine them into a single
model. The model is fully described in Python. The created model can be
saved to disk for further use and distribution.

2.6. SciKit Learn

SciKit Learn [16] is the library for data processing. It implements various
methods of classification, regression analysis, clustering and other algorithms
related to classical machine learning. It is written almost entirely in Python
(98% of all code base), but uses NumPy and SciPy for algorithms implemen-
tation. Despite the fact that number of current version is 0.21.1, the project
is very stable, as it has been developing since 2007.

SciKit Learn is suitable for traditional machine learning and data prepro-
cessing tasks. This library does not support the concept of dataflow and
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does not allow one to create his own models. The absence of a computa-
tional graph does not allow flexible scale of models for multi-core processors
and graphics accelerators and forces to limit the degree of parallelism that is
implemented in NumPy.

3. Comparative analysis of machine learning libraries
3.1. Description and architecture of neural network

For the comparative analysis of deep machine learning libraries, we choose
the problem of handwritten digit recognition from the MNIST database and
the neural network [17] to solve it.

The MNIST database is contained in a CSV file, where comma-separated
digits are written. In a CSV file, the first value is a marker that represents
the corresponding digit. Next value is the size of the digit image in pixels,
consisting of 784 values and having a dimension of square 28x28.

The training file consists of 60 thousand copies, and the test file of 10
thousand copies. To solve the problem we choose the MLP (multilayer
perceptron) architecture. Perceptron was one of the first models of neural
networks, which was supposed to simulate the neural processes in human mind.
This model was proposed by Frank Rosenblatt in 1957 and first implemented
in 1960 [18]. A multilayer perceptron according to Rosenblatt differs from
a single layer in that it contains additional hidden layers.

The neural network (Figure 1) consists of an input layer, two hidden layers,
and one output layer. The input layer contains 784 neurons, the hidden layers
contain 256 neurons, and the output layer 10, according to the number of
features. The activation function in hidden layers is ReLU, which has the
form f(x) = max(0,x) [19]. Stochastic gradient descent (SGD) [20] is used
as the optimization algorithm.

ReLU ReLU

SoftMax

<7 |
oo
XREL 1N X
GO N N
782 255 255 10
N5 = 6

, 1
783 /QF@ (256 Output layer
Inner layer 1, Inner layer 2

Input layer

Input image / Q\

28 x 28

Figure 1. A multilayer perceptron for the recognition of handwritten digits
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3.2. Software implementation of a neural network using various
libraries

With each library from the overview above, we built perceptron models.
Each neural network was trained, and training time and accuracy were
measured for a different number of training eras. We used these measurements
for comparative analysis of libraries. The constructed graphs describe the
dependence of learning time and accuracy on the number of eras (Figures 2-6).
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Figure 2. Results of a neural network built with the help of the Keras library
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Figure 3. Results of a neural network built with the help of the SciKit Learn library

The first plot shows the dependence of time on the number of epochs. The
second plot shows the dependence of accuracy on the number of epochs.

Below is the summary table of the results of neural network training at 50
epochs for different libraries (see Table 1).

On the diagram (Figure 7) the time and accuracy values are shown for the
considered libraries. All values are normalized.



M. N. Gevorkyan et al., Review and comparative analysis of LM libraries ... 311

/ 1500
90 A %
> 1000
© o /
5 €
g 80 a /
< 00
5 / 4
70 1 0
0 10 20 30 40 50 0 10 20 30 40 50
Epoch Epoch
(a) The dependence of accuracy (b) The dependence of training time
on the number of epochs on the number of epochs

Figure 4. Results of a neural network built with the help of the PyTorch library
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Figure 5. Results of a neural network built with the help of the TensorFlow library
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Figure 6. Results of a neural network built with the help of the Theano library
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Table 1
Results of comparative analysis of machine learning libraries
Library Accuracy, % | Time, sec.
MLPClassifier 93.45 146.90
Keras 98.56 113.80
TensorFlow 89.07 63.48
Theano 97.38 257.29
PyTourch 98.07 1492.29
1.0 — — — —
0.81 HEE time —frfdid b L R
0.6 t— R
e o e e =
R T o e e e IEE e =
0.0 MLPClassifier Keras Tensorflow Theano PyTourch

Figure 7. The time and accuracy values

In the PyTorch library, the learning time increases faster than in all other
libraries with the growth of epochs, which time is approximately the same.
The learning time of TensorFlow, Scikit-learn and Keras libraries varies from
1 to 3 seconds per epoch. While this indicator in PyTorch exceeds 8 seconds,
which is several times higher than the training time of other libraries.

The accuracy of the TensorFlow library does not exceed 0.9, which is low
compared to other libraries. Scikit-learn also showed a low accuracy result.
The PyTorch library shows a good accuracy result only with a large number
of epochs, but with the growth of the number of epochs, the learning time
increases greatly. The minimum accuracy was 98.07. The Keras and Theano
libraries are the most accurate and their accuracy is kept at 0.98.

4. Conclusion

Based on the comparison of different libraries, a number of conclusions
can be drawn. Almost all libraries except PyTorch show approximately
the same learning time. In the case of PyTorch, the longer learning time
can be explained by the support of a dynamic computational graph, which
apparently imposes additional computational costs. In turn, the TensorFlow
library showed an average accuracy result, behind PyTorch and Theano.
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O0630p U cpaBHUTEJIbHBIII aHAJIN3 OMOJINOTEK MAITIUHHOTO
o0ydYeHus1 OJid IMMOCTPOEHUA HEMPOHHBIX ceTeil

M. H. I'eBopkan, A. B. IlemunoBa, T. C. emunosa,
A. A. CoboJieB

Kagedpa npuxasadroti ungopmamury u meopuu eepoammocmed
Poccutickut ynusepcumem dpyorcoHo, Hapodos
ya. Muxayzo-Maxaas, d. 6, Mocksa, 117198, Poccus

Crarbs HOCHT 0030PHBINH XapakTep. B Heil IpoBeIeHO CcpaBHEHHE AKTYAJIbHBIX OUO-
JINOTEK MAIUHHOTO O0YyYeHUsI, KOTOPbIe MOTYT ObITh MCIOJIb30BAHDI JIJI IOCTPOEHUS
HENPOHHBIX CeTel.

B nepsoit wactu cratbu maérea kparkoe onucanue budbunorex TensorFlow, PyTorch,
Theano, Keras, SciKit Learn, creka 6ubmmorek SciPy (NumPy, SciPy, Pandas,
Matplotlib, Jupyter). Jdesaercs 0630p 06JacTH IPUMEHEHUSs TI€PEUUCIEHHBIX O1O-
JIMOTEK W OCHOBHBIX TEXHUYIECKUX XAPAKTEPUCTHUK, TAKUX KaK OBICTPOIEHCTBHE,
[IOJIJIEP2KUBAEMbBIE SI3bIKU ITPOIPAMMUPOBAHNUs, TEKYyIee cocTosinue paspaborku. Cpe-
U paccmarpuBaeMbix 6ubnorek Tosibko PyTorch u TensorFlow menocpeicrsento
KOHKYPHUPYIOT ApyT ¢ apyroM. OcrajibHble OUOINOTEKH B3aMMOIOIOJIHSIOT APYT APyra
¥ JACTO MCIOJIB3YIOTCS COBMECTHO MPU ITOCTPOEHNH PA3IMIHBIX MOJIesIell MAITMHHOTO
0Oy 4YeHmsI.

Bo BTOpOIT YacTu cTaThU TPOBOIUTCA CPABHEHUE MATH OUOIUOTEK HA ITPUMEpPE MHO-
TOCJIOHOTO TIePIENTPOHA, KOTOPBII TPUMEHIETCS K 3a/ate PACIIO3HAHNS PYKOINCHBIX
mudp. lannas 3aiaua XOpoIno pa3paboTaHa U siBJISETCs MOJIETBLHON JJIsT TeCTUPO-
BaHWS PA3JUYHBIX peajin3aluii HeiipoHHBbIX cereit. CpaBHUBaETCsS BpeMsi 00y YeHUsI
B 3aBUCHUMOCTHU OT KOJIMIECTBA 310X M TOTHOCTH pabOThI Kjaaccudukraropa. Pe3yib-
TaThl CPABHEHUSI IPEJICTABJIEHBI B BUJE TPAMUKOB BpeMeHU O0yYeHUsT U TOIHOCTH
B 3aBUCUMOCTH OT KOJUYIECTBA 310X U B TAOJUTHOM BUJIE.

Karouessbie ciioBa: mammaHOe 00yuenue, Heiiponubie cetu, MNIST, TensorFlow,
PyTorch
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Robinson—Schensted—-Knuth (RSK) correspondence occurs in different contexts of
algebra and combinatorics. Recently, this topic has been actively investigated by
many researchers. At the same time, many investigations require conducting the
computer experiments involving very large Young tableaux. The article is devoted to
such experiments.

RSK algorithm establishes a bijection between sequences of elements of linearly
ordered set and the pairs of Young tableaux of the same shape called insertion
tableau P and recording tableau Q). In this paper we study the dynamics of tableau
P and the dynamics of different concrete values in tableau P during the iterations
of RSK algorithm. Particularly, we examine the paths within tableaux P called
bumping routes along which the elements of an input sequence pass. The results
of computer experiments with Young tableaux of sizes up to 10® were presented.
These experiments were made using the software package for dealing with 2D and
3D Young diagrams and tableaux.

Key words and phrases: Robinson—Schensted—Knuth correspondence, Young
tableaux, Young graph, Markov process, central measure, Plancherel measure, as-
ymptotic representation theory

1. Introduction

Robinson—Schensted—Knuth (RSK) algorithm also known as Robinson—
Schensted—-Knuth correspondence which maps permutations to the pairs of
Young tableaux, plays an important role into various combinatorial prob-
lems. The combinatorics of Young diagrams and Young tableaux including
RSK algorithm, finds numerous applications in physics, mathematics and
informatics [1]-[3].

RSK correspondence can be easily generalized from the case of permutations
to the case of infinite sequences of linearly ordered set. In such instance, an
insertion tableau is a semi-standard Young tableau filled by elements of this

© Duzhin V.S., 2019
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ordered set. This implies that the RSK algorithm is applicable to a sequence
of random independent values uniformly distributed over the interval [0,1], i.e.
to the Bernoulli scheme. A correspondence between two dynamical systems
such as Bernoulli shift and iterations of Schiitzenberger transformation was
built in [4]. Later [5] it was proved that this correspondence is isomorphism.
It was also proved there that the first element of an infinite sequence of
uniformly distributed random values can be unambiguously restored only by
the limit angle of inclination of Schiitzenberger path of a recording tableau.

In practice, we are interested in the restoration of the first element of
a finite sequence. Unlike the case of infinite sequences, we also need an
insertion tableau P in addition to a recording tableau () to restore the first
element. Since tableau P changes during every iteration, the investigation of
tableau P evolution properties is also important for studying the algorithms
of restoration of an entire sequence.

The results of computer experiments related to the estimation of the first
element value in a finite segment of an infinite sequence using tableau @) are
given in [6]. The subject of this article is to examine how tableau P changes
during RSK insertions.

2. Definitions

Young diagrams are popular combinatorial structures which correspond
to integer partitions. There are many ways to present a Young diagram.
Particularly, in this paper we define it by so-called French notation as left-
justified and bottom-justified finite set of square boxes (see Figure 1 (a)).

y
12

X u
0 12 -2 0 2

(a) French notation (b) Russian notation

Figure 1. An example of a Young diagram

Another way of presenting Young diagrams called Russian notation is shown
in Figure 1 (b). The Russian notation was proposed by Vershik and Kerov [7]
and is derived from the French notation by rotating the axes 45 degrees
counterclockwise. Note that the diagram in Figure 1 (b) is normalized in such
a way that the total area of boxes is 1. This notation is used in many papers
because it makes studying the Plancherel measure much easier.
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It is convenient to consider Young diagrams as vertices of infinite oriented
graded graph called the Young graph. In this graph, edges connect diagrams
which differ in one box. If the edge connects a diagram J\,, of the size n with
a diagram A, ,; of the size n + 1, then A, can be obtained from A\, by
adding a single box.

If we assign to each edge a certain transition probability, a Markov process
will be defined on the graph. The most important class of such processes is
the class of central processes for which the probabilities of different paths
between a fixed pair of diagrams are equal. A complete description of all
central processes on the 2D Young graph was obtained by Vershik in [8]. The
only central process on the Young graph with o(n) speed of growth along the
axes is called the Plancherel process. This process and explicit formulas of its
transition probabilities are described in [§].

The limit shape of the Plancherel process called the Vershik—
Kerov—Logan—Schepp (VKLS) limit shape [7] is given by the formula:

g {2(uarcsin(u) +V1—u?), Jul <1,

T

jul, Jul =1,

(1)

where v is a coordinate in the Russian notation.

A Young tableau T is a Young diagram A filled by values increasing in rows
and columns. These values can be elements of an arbitrary linearly ordered
set. Wherein we say that A is a shape of 7. A standard Young tableau (SYT)
is a Young diagram filled by integers [1,n], n > 0 which grow strictly in rows
and columns. It is easy to see that a Young tableau corresponds to a path
on the Young graph. The numbers in tableau set the order of adding the
boxes when walking from the root of the graph. A semistandard Young tableau
(SSYT) is a Young tableau with values strictly increasing in columns and
weakly increasing in rows.

In addition to the finite Young tableaux consisting of n boxes, infinite
tableaux can be considered as well. By infinite Young tableau we mean
a mapping o : Z2 = N such that for the fixed 7,7 € N the values o; ) and
0, j» k € N grow strictly. These infinite tableaux are also called enumerations
of the integer lattice Z2. For the case of SYT or SSYT, some integers may be

missing, i.e. the corresponding mapping Z2 — N is not necessary bijective.
In this research we consider SYT filled by integers and SSYT filled by real
numbers belonging to the interval [0, 1].

3. Robinson—Schensted—Knuth algorithm

RSK algorithm establishes a bijection between a set of permutations of n
distinct integers and a set of pairs of standard Young tableaux of size n of
the same shape. These tableaux are called insertion tableau P and recording
tableau Q).

At the beginning, the first value of a permutation is put into the empty
tableau P and 1 is inserted in the tableau (). In each step of the algorithm,
the next value v of permutation is being compared with values of the first
column of P. If v exceeds all these values, it is being put on the top of the
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first column. Otherwise, it replaces the closest larger value of the first column.
The replaced value is being bumped in the second column and being processed
in the same way. This process continues until a certain value is put on the top
of a column at position (x, y). Finally, the index of a processed value is being
put into tableau @ at (x, y). So, P and @ tableaux are supported to have
the same shape. The algorithm finishes when all the values of a permutation
are processed.

Note that above steps can be performed in reverse order, i.e. a permutation
can be constructed from a pair of Young tableaux of the same shape. Such
a procedure is called reverse RSK algorithm. Also, RSK algorithm is applicable
to any ordered sequences such as sequences of integer or real values.

RSK algorithm defines two equivalence relations on a set of permutations.
The permutations are called Knuth-equivalent if they correspond to the same
tableau P and dual Knuth-equivalent if they correspond to the same tableau
. Another Donald Knuth’s definition of these equivalence classes directly
in terms of permutations is given in [9]. Some interesting properties of
Knuth-equivalent and dual Knuth-equivalent permutations were investigated
in [6].

4. Visualization of Plancherel tableaux

In order to study the properties of the RSK algorithm, it is of interest to
examine how the shape of tableau P changes in time. The evolution of tableau
@ has a simple description: it is proved by Donald Knuth that RSK transforms
an uniformly distributed random sequence in a pair of Plancherel-distributed
Young tableaux. Therefore, tableau () grows as a tableau in a Markov process
which generates the Plancherel measure.

There exists an interesting way to visualize a Young tableau in the 3D space
proposed by A. M. Vershik. Consider a function on the set of boxes of the
corresponding Young diagram. The values of this function are the numbers
within the corresponding boxes. A Young tableau can be represented as a 3D
graph of this function.

For the Plancherel tableaux, with a rise of their sizes this graph tends
to a surface which can be described as follows. Consider a set of positively
directed rays on the 2D plane emanating from the origin. Each ray intersects
with the VKLS limit shape (1) at some point (z’,y"). For a point (¢ - ',
t-y’) which lies on this ray, z = t2. So, this surface intersects with the planes
containing axis z along parabolas which touches the coordinate plane x,y in
the origin. This property completely characterizes the surface. An example
of such a visualization for the tableau P of size 10° is shown in Figure 2 (a).
Note that the coordinates (z,y) are divided by /n.

A very similar picture can be produced by generating a Markov chain of
Plancherel distributed Young diagrams. Figure 2 (b) demonstrates how the

number of added box divided by 10° depends on normalized coordinates of
this box in a Young tableau.



320 DCM&ACS. 2019, 27 (4) 316-324

Number
Adding No.\n

Figure 2. (a) Values of boxes in tableau P after 10° RSK iterations; (b) Positions of added
boxes in Plancherel process after adding 10° boxes

5. Bumping forest

Each time a new value comes to the input of the RSK algorithm, it bumps
a certain element in the first column of tableau P and takes its position. Then,
the bumped element bumps another element in the second column and so on.
A bumping route is a sequence of all boxes bumped in a single RSK iteration.
A bumping route is defined for each position in the first column.

Bumping routes were presented in [10]. Also a problem of hydrodynamic
description of bumping routes was raised there. The limit behaviour of
bumping routes including explicit formula of their limit shape was described
in [11]. The possible use of bumping routes to speed up the RSK algorithm
was discussed in [12].

In the current research we have constructed all the bumping routes for
tableau P of size 103. Some of them are shown in Figure 3.
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0 2000 4000 6000 8000 10000 12000 14000 16000 18000 20000

Figure 3. Some bumping routes of tableau P
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A bumping tree is a set of bumping routes converging into a single box.
A bumping forest is a union of all bumping routes. Figure 4 (a) demonstrates
an example of a Young tableau and its bumping forest. The bumping forest
itself is illustrated in Figure 4 (b).
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Figure 4. (a) A Young tableau and its bumping forest; (b) A bumping forest

6. Dynamics of insertion tableau

Along with studying the dynamics of the entire tableau, we are also in-
terested in investigating the dynamics of concrete values in tableau P. Here
we discuss the results of our computer experiment dedicated to analysis of
motion of these values within a semi-standard Young table P filled by ran-
dom real numbers from the interval [0,1]. The idea of this algorithm is
as follows. Firstly, we construct tableau P of size k. Next, the observed
value z is fed to the input of RSK. Then, we observe how the position of z
changes while RSK processes next n — k values. Each trajectory is close to
a Vershik—Kerov—Logan—Schepp limit shape (1).

The results of this experiment is illustrated in Figure 5. We examined
trajectories of 9 different numbers: z = [0.1,0.2,...,0.9]. The horizontal
curves are trajectories of different z. Black points are the final positions of z
for k/n = [0.1,0.3,0.5,0.7,0.9], n = 107.

It is easily seen from the Fig. 5 that the dynamics of motion of different
values in RSK looks very similar. The average dynamics of a certain z can be
obtained by rescaling the unique average motion dynamics of z = 1.

Note that, with a rise of n, the motion of these value continues until they
eventually reach the coordinate plane. Unfortunately, this process often takes
a really huge amount of RSK iterations what makes it hard to simulate it
using available computation power.
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Figure 5. Evolution of random values in RSK algorithm

7. Conclusions

The results of numerical experiments presented in this article demonstrate
two types of dynamics in an insertion tableau of the Robinson—
Schensted-Knuth algorithm. The first investigated dynamics is a modification
of tableau after a single RSK iteration when a new value moves along a certain
path called a bumping route. The second dynamics is related to the motion
of the concrete value during many RSK iterations. Numerical experiments
for studying these dynamics are presented in this paper.
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HccrenoBanme 3BOJJIIONUN 3aNTUCHIBAIOIIEN TaOJIUITHI
B coorBeTcTBUu Pobmucona—Illencrena—KnuyTa

B. C. Oyxwun

Kagedpa anzopummuneckoti maomemamury
Canxm-Ilemepbypecruil 2ocydapcmeennvill SAEKMPOMETHUNECKUT YHUBEPCUMEM,
«JI9THUy
ya. Ilpogeccopa Ionosa, 0. 5, Canxm-Ilemepbype, 197376, Poccus

Coorercreue Pobuncona—Illencrena—Kuyra (RSK) BeTpedaercs B pasimaHbix
KOHTEKCTaX aJireOpbl 1 KOMOMHATOPUKHU. B mociieiHee BpeMs JlaHHasl TeMa aKTHB-
HO WCCJIEJIYeTCs CIEIUAJIMCTAMU U3 PA3JIMYHBbIX obJsiacTeit Hayku. B To Ke Bpems
MHOT'HE€ TaKue HMCCJIeJOBaHUA Tpe6yIOT IpOoBEeICHNA KOMIIBIOTECPHBIX IKCIIEPUMEHTOB
¢ Tabsmmamu FOHTa 9pe3BbraaitHo GOBITNX Pa3MEPOB. ITa CTATHS TOCBSIIIEHA TAKAM
YUCJIEHHBIM KCIIEPUMEHTAM.

Asropurm RSK ycranaBiimBaeT OMEKITHIO MEXK Ty MHOXKECTBOM ITOCJI€/I0BATE/IBHO-
cTell 3JIeMEeHTOB U3 JIMHEHHO YIOPSII09IeHHOIO MHOYKECTBA U MHOXKECTBOM TP TaOJIUIL
IO#ura onunakoBoit hopMbl, HA3BIBAEMBIX 3AIKUCHIBAIONIEH Tabsuieir P u HymMepyio-
mieit Tabsuneit (). B HacTosmeil pabore u3ydyaercs AMHAMUKa TabIuIbl P, a TakxKe
JIUHAMAKA TTO3UIINN Pa3ANIHBIX 3HAUEHNH, MepeMeaionuxcs mo Tabanie P B Te-
genue urepanuit anropurma RSK. B wacraocru, nccrneoBanucs mytu B Tabsuie P,
HA3bIBAEMbIE ITyTSAMU BBITAJIKUBAHUN, B/IOJb KOTOPBIX MEPEMEIIAIOTCA 3HATCHUS U3
BXO/IHOI TI0CJI€IOBATEILHOCTH B mpolecce paborsl ajaropurMma RSK. IlpuBongarcs pe-
3yJIBTATHI KOMIIBIOTEPHBIX IKCIIEPUMEHTOB Ha | Tabsmmamu FOura ¢ pasmepamu 10
108. DT SKCIepUMEHTHI ObLIM HPOBEIEHDI C TIOMOMILIO ITPOIPAMMHOIO MAKETA JIJIs
paboThI C JIBYMEPHBIMU U TPEXMEPHBIME JrarpaMmamMu u tabaurnamu FOnra.

Kimrouessbie cioBa: coorBercrBue Poburcona—Illencrema—KuyTa, Tabaumsr FOura,

rpacd FOHra, MapKoBcKue Ipolecchl, eHTpajabHas Mepa, Mepa Ilnaniepess, acumi-
TOTUYIECKas] TEOPUS TTPeICTABIEHUN
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A new analytical and numerical solution of the electrodynamic waveguide problem
for leaky modes of a planar dielectric symmetric waveguide is proposed. The con-
ditions of leaky modes, corresponding to the Gamow-Siegert model, were used as
asymptotic boundary conditions. The resulting initial-boundary problem allows the
separation of variables. The emerging problem of the eigen-modes of open three-layer
waveguides is formulated as the Sturm-Liouville problem with the corresponding
boundary and asymptotic conditions. In the case of guided and radiation modes, the
Sturm-Liouville problem is self-adjoint and the corresponding eigenvalues are real
quantities for dielectric media. The search for eigenvalues and eigenfunctions corre-
sponding to the leaky modes involves a number of difficulties: the problem for leaky
modes is not self-adjoint, so the eigenvalues are complex quantities. The problem of
finding eigenvalues and eigenfunctions is associated with finding the complex roots
of the nonlinear dispersion equation. To solve this problem, we used the method of
minimizing the zero order. An analysis of the calculated distributions of the electric
field strength of the first three leaky modes is given, showing the possibilities and
advantages of our approach to the study of leaky modes.

Key words and phrases: integrated optics, waveguide, Sturm-Liouville problem,
dispersion relation, leaky modes, computer simulation
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1. Introduction

In the books by Marcuse [1], [2], Adams [3]|, Snyder and Love [4], Tamir [5],
and other authors the terms “leaky rays” and “leaky modes” appear when
discussing the propagation of polarized light in fiber optical waveguides with
the refractive index of the core smaller than that of the cladding, and in
planar waveguides with plates of material optically denser than the waveguide
layer itself. In this case, Marcuse writes that the outflow of light from such
a waveguide is akin to tunneling through a potential barrier in quantum
mechanics. The “leaky light”, in contrast to the “emitted light”, propagates
for quite a long time along the axis of the optical fiber. Similarly, in a planar
waveguide, the resulting electromagnetic radiation propagates for some time
at some distance along the waveguide, in contrast to the emitted light.

At the initial stage of the study of “leaky” modes, T. Tamir et al. [6]-
[12], A.W. Snyder et al. [13|-[18], as well as other research teams [19]-[25],
investigated the dispersion equations of optical waveguides written in terms
of transition matrices from the point of view of choosing one (two) roots of an
analytical function. The studies were executed using the theory of residues in
Cauchy integrals.

In the papers by V. Shevchenko [24], [25] the behavior of guided modes
during the transition of their wave numbers beyond critical values was ana-
lyzed, their transformation into leaky modes was shown, and the choice of
quadrants to which the wave numbers should shift when passing through crit-
ical values was justified. At frequencies below critical, the reflection from the
waveguide walls ceases to be complete, so that the waveguide modes continue
to propagate experiencing incomplete internal reflection, because of which
some radiation from the waveguide occurs. Such (improper) waveguide waves
with radiative damping are called leaky waves.

Open waveguides as radiating systems were first investigated by Hansen [19],
who proposed an antenna structure implemented using leaky waves. However,
there was no understanding of the physical mechanism of the resulting waves.
After all, the leaky waveguide mode is characterized by a complex longitudinal
wave number with constant attenuation due to radiation losses.

In this case, the longitudinal attenuation leads to an exponential increase
in the wave amplitude in the transverse direction. This fact violates the usual
radiation condition for guided modes, described by the solutions of self-adjoint
problems for the Helmholtz equation. The behavior of the resulting waves
that seems non-physical was clarified by Marcuvitz [23] and Oliner [6]-]9].

In the papers by Oliner et al. [6]-[12], a detailed study of the complex roots
of the dispersion equation that do not correspond to the guided modes is
given. The study begins with the assumption that exponentially damped
waves correspond to such roots, the experimental observation of which was
earlier reported in Refs. [20]-[22|. First, using ray technique, and then with the
help of mode analysis, the authors analyzed the wave solutions corresponding
to four different roots of the fourth-power dispersion equation. Two of these
roots correspond to solutions that exponentially decrease in the direction
of propagation and are located symmetrically with respect to the axes of
coordinates and the origin of coordinates. The rest two roots are rejected.
Many publications of that time have been devoted to the analysis of the
relative position of the variety of roots [6]-[18].
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In the first decades of the study of leaky waves, the method of steepest
descent was used as the most common method for their numerical search.
In this case, the trajectory of the fastest descent comes close to the leakage
poles, they begin to make a significant contribution or even dominate in the
general directional pattern of an open waveguide. The field distribution of the
resulting leaky wave increases in the transverse direction. However, the field
amplitude remains finite in a wedge-like region of space that allows leakage.

As shown by Marcuvitz [23], these complex poles can correspond to leaky
modes. Although they do not make a direct contribution to the correct
spectral solution and can therefore be characterized by non-physical growth
towards infinity, they can nevertheless accurately describe the radiation field in
limited spatial domains. In Ref. [26], e.g., it is noted that in most publications
on leaky modes there are no plots of fields of various types for leaky modes
calculated numerically (see, e.g., [4], [5], [27]-[35]). In this case, the authors
of some publications (e.g., [34]) propose to replace the leaky modes with
radiative ones in limited domains. Our studies have shown that this can
lead, firstly, to a large error in the calculation of losses, and secondly, to
an inaccurate calculation of the field profiles of leaky modes at distances
exceeding several wavelengths (> 2) of the electromagnetic radiation used.
The replacement of one wave with another sometimes used requires serious
analysis in each specific case. As a consequence, there is an urgent need to
develop new algorithms for calculating the fields of both radiative and leaky
modes, surpassing the standard methods, e.g., the FDTD method, in count
rate and not inferior to them in accuracy.

In quantum physics, such solutions of the stationary Schrodinger equation
are called Gamow resonances [36], [37] or Siegert quasi-states [38]. In recent
decades, some researchers (see [39], [40]) solve boundary-value problems for
the Helmholtz equations with the asymptotic conditions of Siegert leaky waves,
obtaining numerical results interpreted by them as leaky waves. We propose
to obtain (using a numerical method) the solutions of boundary problems
for wave equations with asymptotic conditions of Siegert leaky waves. The
numerical solutions obtained using this approach coincide with the solutions
of Refs. [27]-]29], [33], [35], [41], but additionally allow description of the
phase fronts of leaky waves and “angular outflow cones”.

In our opinion, a more rigorous justification of the model of leaky waves of
open waveguide systems can be obtained by starting calculations not from
the Helmholtz equation, as is traditionally done, but from the wave equation
preceding the Helmholtz equation, and most importantly, more adequately
reflecting the wave nature of leaky modes.

2. Statement of the problem of modeling leaky modes
of symmetric waveguides

Consider (Figure 1) a symmetric three-layer planar waveguide consisting of
a dielectric film having the height i with real refractive index n, surrounded

by a cladding layer with real refractive index n, < ny.

The propagation of radiation in such structures is described by the Maxwell
equations, material equations [3|-[5], and boundary conditions that distinguish
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the class of solutions interesting for the researcher — in the present case, the
leaky modes [6]-[12], [26], [42].

X
nC
x=h
l’l/.
x=0 >
nC
Yy

Figure 1. Symmetric three-layer dielectric waveguide

The generally accepted model of the electromagnetic field in a planar
(infinitely extended along the Oy-axis) are fields that are independent of the
variable y. In this case, Maxwell’s equations are considerably simplified, since
OE, /0y = 0H, /0y = 0 for any a = xz,¥, z, and they are divided into two
independent subsystems — the subsystem for the so-called TE-modes and
for the TM-modes. The subsystem for the TE-modes can be represented as
a single wave equation for the master component E

0? 0% n?(z) 62
(a,,;z + 922 2 @) E, =0, (1)

with the boundary conditions

8Ey )
E - Zk()pc (/8) Ey = 07
x=h+0 (2)
8Ey )
E + Zk()pc (/8) Ey = 0,
and the initial conditions
B, (x,2,8) g = B (@), g

where p, (8) = \/n2 — 52, and ¢ is the electrodynamic constant, n (z) is the
variable refractive index of the considered three-layer waveguide, defined
below. The subsystem for the TE-mode also includes two equations for the
connection of components H,, H, with the master component E, .

As a model of leaky modes propagation, we will consider Eq. (1), i.e., in
other words, we will consider the propagation of leaky modes in terms of
a wave process. As asymptotic boundary conditions, we will consider the
conditions of leaky modes corresponding to the Gamow-Siegert model [36]—
[40].

In the case under consideration, the function describing the refractive index
depends only on z, which makes it possible to separate the variables in Eq. (1).
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As a result, we obtain solutions corresponding to leaky modes propagating in
the positive direction of the z-axis:

E;j‘aoh = Ajj - exp {ikm/ng — /szaj + ik Bz — iwt} , (4)
+

Eyj‘ weh = A;{j - exp {ikm/n? — 5323; + ikoﬁjz — iwt} +
>0
+ Bij - exp {—z’km/nfc — 5],2:1: +iko B2 — iwt} , (5)
E;rj‘mo = Bjj - exp {—iko, /n2 — 5]2-:6 + ik:oﬁjz — iwt} , (6)

where w is the frequency, and j; are the eigenvalues of the non-self-adjoint

Sturm-Liouville problem with boundary conditions that extract the leaky
modes [3], [34], [41]:

X" +kin?(z) X = k332X,
X’ (0) + ikyy/n2 — 32X (0) = 0, (7)
X’ (h) —ikgy/n2 — 32X (h) = 0,

The eigenfunctions of the problem (7) are defined as general solution of
the ordinary differential equation subject to the boundary conditions of this
problem, that is, they have the form

A, ekoVIER@R) s

X(z) = Ay o ko nG—p2a + By e_ikox/"?_ﬁ%7 0<x<h, (8)
B, .oV 4

and the constants A_ ;, B, ; are determined from the field joining conditions

at the boundaries of the waveguide layer x = 0 and x = h, which with Eq. (8)
taken into account constitute a homogeneous system of linear algebraic
equations:

1 _pikopsh _o—ikopsh 0 A, 0

ikop. —ik;opfeikopfh ikopfe_ikopfh 0 Ay _ |0 ()
0 1 1 —1 Bf 0
0 ikop —ikop ik, B. 0

where p, = \/n2 — 3%, py =, /n7 — 2.

The homogeneous system of Egs. (9) has a nontrivial solution if and only
if the determinant of the matrix of the system (9) is zero [43]. The equality
to zero of the determinant of the matrix of the system (9) can be achieved
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for some values of the spectral parameter 3, which, in turn, determine the
eigenvalues of the problem (7).

In each subdomain x > h, 0 < z < h, and x < 0 the solution of the wave
equation corresponding to the leaky modes is representable as a wave with
a complex wave vector. In the case of a field corresponding to leaky modes
running in the positive direction of the z-axis for x > h and = > h due to the
symmetry of the waveguide, the wave vector is determined as

b =k, (ivng_@) (10)

B

and in the waveguide layer (0 < x < h) there are two waves with wave vectors

2
k% =k, (ivnﬁf 5 ) (11)
J

the modules of the wave vectors being equal to the corresponding wave
numbers: |k:i‘ = kyn,. and ‘kf ’ kons.
We formulate the problem of finding solutions corresponding to the leaky

modes as an eigenvalue problem for a differential operator with non-self-adjoint
boundary conditions (7), which we will further solve numerically.

3. Description of the algorithm for numerical solution
of the leaky mode problem

The spectral problem for a differential operator with non-self-adjoint bound-
ary conditions (7) is formulated numerically as a problem of approximate
determination of complex solutions of the equation

det M (B) = 0, (12)

where M (/) denotes the coefficient matrix of Egs. (9) [42]. In the case of
a problem similar to (7), but with self-adjoint boundary conditions, any
classical method of finding the real roots of the equation can be applied (see,
e.g., [44]-[46]). Our problem (7) is not self-adjoint, therefore, the eigenvalues
of this problem are generally complex and the standard methods for root
search can no longer be applied.

The problem (12) can be reformulated as a problem of finding the minimum
of a function of two variables as follows. The desired quantity 5 = 8" +i38” is

a complex number. Any solution B = 5/ + iBN” of Eq. (12) will be also a local
minimum of the non-negative function

F(8,B8") =|det M (8 +iB")|>. (13)

The eigenvalues corresponding to the leaky modes are localized in the first
quadrant of the complex plane Re (8) > 0, Im (f) > 0; moreover 0 < Re (8) <
(see Refs. [34], [47], as well as our papers [42]).

U
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To find all the local minima of function (11) in this region, it is proposed
to introduce a mesh in the region 0 < Re () < n., 0 < Im (8) < B, where
B is a constant that defines the boundary of the search for eigenvalues [42].
The nodes of the introduced mesh are used as initial approximations for the
numerical method of finding the minimum of the function of two variables (13).
In Refs. [42] the Hook-Jeeves method [48] was used, but there are also other
efficient numerical methods for zero-order multidimensional minimization [48].

4. Analysis of leaky modes in terms of inhomogeneous
plane waves

Consider the complex values

Pej = \[nd = B} =pl; + 0 ppy = V ny— B3 = vy + g

and B; = 87 + i8] in the solutions (4)—(6), explicitly distinguishing their real
and imaginary parts, which will allow us to reformulate Eqs. (4)—(6) in terms

of inhomogeneous waves, whose amplitude is also a function of coordinates x
and z:

E+

0 = Ajj -exp {—kopé’jx — koﬂ]/-’z} -exp {ikop;jx + iko Bz — iwt} , (14)

‘w>h

E;j‘ oeh = A}j - exp {—kop}jx — koﬁ;/z} - exp {ik:op}jx + iko Bz — iwt} +
>0

+ B}rj - exp {kop}j:p - kzoﬁg’z} - exp {—ik’op}jx + iko Bz — iwt} , (15)

El

yj|x<0 = A:j-exp {k‘opgjx — koﬁ;/z} -exp {—ik:op;jac + ikoBiz — iwt} . (16)

Consider the expression (14) in the form of an inhomogeneous wave

E}

i = A; (@, 2) - exp {ikop) o + ik Bz — iwt } (17)

’m>h

where A_; (7, 2) is the amplitude of the inhomogeneous wave defined as
A (2,2) = AL, - exp {—kopgjx — koﬁ}’z} . (18)

Consider in more detail the inhomogeneous wave in the form (17) with
variable amplitude A_; (7, z). If such waveguide parameters exist for which

the inhomogeneous wave (17) of some j-th mode propagates in the direction
§; = (kop;j, kOB;)T, along which A, (z,2) — 0, then such wave will decay

(of course, if such direction exists). If a direction §; = (kopl;, ko B;-)T exists,
along which A_; (7, z) = Const, then the wave (17) will become homogeneous

—

and, correspondingly, if a direction s, (kopéj, koﬁg)T exists, along which
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A.; (z,2) — 0o, then the wave will have infinitely growing amplitude along
such a direction.

Consider first the case A.; (7, z) = Const. The representation (18) allows
choosing a direction in the plane xOz, along which A, (z, z) = Const. This
direction is described by the equation —kyp,;x — k]2 = 0. The symmetric
direction kyp.;x — ko872 = 0 will be responsible for the constant amplitude of
the inhomogeneous wave, corresponding to Eq. (16). The domain above the
line —kopy;x —koB} 2 = 0 corresponds to the domain of the amplitude growth,
as well as the domain below the line kyp,;x — ko872 = 0 (see Figure 2).

XA -
" " -
—kopox —k,Bjz>0 =320
’——’—"Ax/k()ﬁj
- —Rol g

-

14 "
_kopq'x - k()ﬂ_/z <0 o
~S - [ " =
S~ kopx =k, Bz <0 z

S~
-< ”
- &

-~
”
~

kypix —kyfiz>0

-~

Figure 2. Amplitude growth/attenuation regions and a constant amplitude line of an
inhomogeneous plane wave on xOz plane

The region of existence of leaky modes corresponding to non-uniform waves
with non-increasing amplitude is shown in Figure 2 (the cone between two
dashed lines). Namely, if the wave vector of the non-uniform wave is located in
the cone between two dashed lines, then this leaky mode has a non-increasing
amplitude and can propagate in the positive direction of the z-axis.

Let us consider the inhomogeneous wave (14) in more detail. As shown in
Appendix (see (22)), in the region kop.,z + ko372 < 0 of a non-uniform wave
the amplitude will increase indefinitely, therefore we will consider the wave (14)
in the region kop;'jx + ko7 2 > 0, see Figure 2. This exponential growth is
real within a limited transverse distance surrounding the origin [49]. Using
conservation of energy flux, one can show [49] that any mode that decreases
exponentially as it propagates must increase exponentially transverse to the
direction of propagation. However, it is evident that exponential growth of
the field (and mode energy) that extends to infinity is unphysical since we
have a finite energy source. A more detailed analysis of this problem is beyond
the scope of our paper.

5. Numerical analysis of leaky modes of symmetric
three-layer waveguides

Let us proceed to numerical analysis of the obtained representation of
the leaky modes (14)—(16). Since the structure of the waveguide under



D.V.Divakov et al., Leaky waves in planar dielectric waveguide 333

consideration is symmetric, it is sufficient to consider only Eq. (14). We
give in Figure 3 the calculated values of the complex phase deceleration
coefficient calculated for a waveguide with n,=1.47, ny=1.565, A = 0.55 um

and h = 1.1\

5 °
°
4 °
K
3,
38 -4
°
°
- .
0 : . ‘ : LJ - e
0.5 0.6 0.7 0.8 0.9 1 1.1 1.2 1.3 1.4
R(p)

Figure 3. Complex eigenvalues corresponding to the leaky modes of a symmetric waveguide

Let us analyze the distribution of the electric field strength of the first three
leaky modes at a fixed point in time.

(a) three-dimensional image (b) two-dimensional projection

Figure 4. The real part E, (z, 2,t") for the first leaky mode

As seen from Figure 4, the field is concentrated in a cone formed by lines of
constant amplitude, and the maximum intensity is observed at the boundaries
of the cone where the amplitude is maximal. Outside the cone, there is an
area of infinite growth of the amplitude of inhomogeneous waves represented
by Egs. (14)—(16); in this area the inhomogeneous waves characterizing the
leaky mode in cladding layers cannot exist.

Inside the guiding layer, on the contrary, the field represented by
Eqgs. (14)—(16) attenuates rather rapidly and becomes almost completely
damped at a distance of several wavelengths. The fields in the coating layer
and the substrate are inhomogeneous waves, whose amplitudes decay expo-
nentially the stronger, the smaller the distance to the waveguide layer. Due
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to the rapid attenuation of the field in the waveguide layer and the gradual
removal (escape) of inhomogeneous waves, which characterize the behavior of
the leaky mode in the cladding layers, one can observe a virtual “separation”
of the leaky mode from the waveguide layer. A similar “separation” is also
characteristic of higher leaky modes (see Figures 5, 6).
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(a) three-dimensional image (b) two-dimensional projection

Figure 5. The real part £, (z, z,t*) for the second leaky mode
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(a) three-dimensional image (b) two-dimensional projection

Figure 6. The real part E, (z, z,t*) for the third leaky mode

Further propagation of the emerging mode occurs outside the waveguide
layer in the direction of the corresponding wave vectors in the upper and
lower cladding layers. The leaky mode will propagate at an angle 6, =
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Re (5;)
the form of two independent inhomogeneous waves.

We also note that experimental data on the propagation of leaky modes,
which qualitatively agree with the results obtained by us, are given in [50]
(see Figures 4(b), 5(b), 6(b)). In the experimental studies given in [50], leaky
modes also propagate in a cone, and are also characterized by the presence of
“separation” of the leaky mode from the waveguide layer.

It is commonly assumed that for the leaky modes the amplitude increases
with the distance = from the waveguide along the vertical axis (at a fixed
longitudinal distance zand in the absence of losses in the waveguide). However,
as it propagates along the axis z, this mode decays due to permanent energy
losses from the waveguide layer to the environment. Functionally, the fields
of leaky modes (vertical profile) are identical to the fields of ordinary guided
modes; however, since unlike normal guided (homogeneous) modes, the leaky
modes are inhomogeneous waves. In this regard, the representation of leaky
waves of planar waveguides using the solutions of the wave equation seems to
be preferable for us, compared to the traditionally used representation using
the solutions of the Helmholtz equation.

At the same time, some features were revealed that we plan to analyze
in our further publications. It is important to emphasize that the region
of existence of leaky modes corresponding to inhomogeneous waves with
non-increasing amplitude is detected (the cone between two dashed lines in
Figure 2). Moreover, if the wave vector of an inhomogeneous wave is located
in the region of the cone between two dashed lines, then such a leaky mode has
a non-increasing amplitude and can propagate for a sufficiently long distance
in the waveguide without absorption.

Re (p,..
arctg <ﬂ> in the top layer and at an angle —6; in the substrate in
e

6. Conclusion

As is well known, conventional guided modes that exist when the waveguide
layer thickness is above the critical value are considered in the optical beam
representation as plane waves propagating in a regular waveguide due to the
total internal reflection of waves at the interfaces between the waveguide
media. From this point of view, the leaky waves propagate due to the effect of
disturbed total internal reflection: during each act of disturbed total reflection
at the interfaces of the media forming the waveguide, some of the power of
this guided mode is radiated, i.e. “flows out” into the space surrounding the
waveguide.

It is important to emphasize that the number of leaky modes with a gradual
leakage is limited, unlike the continuum of radiative modes. The resulting
gradual leakage waves form a discrete spectrum and are plane inhomogeneous
waves. On the contrary, the radiative modes form a continuum (their spectrum
is continuous) and are plane homogeneous waves. As a result, the replacement
of one kind of these waves with another kind requires serious analysis in
each specific case. From this point of view, the methods developed by us are
undoubtedly useful for theoretical and numerical studies of dielectric and, in
particular, optical waveguides supporting leaky modes, for example, when
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used as basic elements in the development of advanced sensors or various
interface elements in integrated optical processors.
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Appendix

Consider a wave similar to a plane monochromatic wave, but having a com-
/ N/
k', + k",

plex wave vector k= ( : ,
kK, + k",

) , that can be represented as a non-uniform

plane wave:
U(l‘, 2, t) =C. eik/x-i-ik/z—iwt . e—k”x:r—k”zz. (19)

Lines of equal phase will be given by equations k¥’ ,x 4+ k’,z = Const. Lines
of equal amplitude will be given by equations k" ,z + k” ,z = Const. Lines
of equal phase and equal amplitude will be orthogonal to each other in non-
absorbing media due to the fact that k2 + k? = k%, where k is the wave
number corresponding to the medium in which the wave propagates.

In more detail: k2 + k2 — k"2 — k"2 + 2ik/ k', + 2i k' k", = k* and
equating the imaginary parts of the quantities in the right-hand and left-
hand sides of this equality, we obtain a condition k' k", + k’_k”, = 0 that

represents the scalar product of vectors &/ = Re (7%) and k£ = Im (%), which
is zero, therefore

ELE. (20)

Transition to phase-ray coordinates

We introduce new coordinates attached to the lines of constant phase and
constant amplitude:
{5 =k x4+ k2

21
n:k//xx+k//ZZ ( )

By virtue of the previously established orthogonality property (20), the
introduced coordinate system will be orthogonal. In the coordinates &n,
the form of the considered inhomogeneous plane wave (19) is considerably
simplified:

U&n,t)=C-e M. elbiwt, (22)

In the new variables, according to (22), the amplitude of the inhomogeneous
wave under consideration decreases along the positive direction of the axis
On,. For each fixed n = ¢ > 0 the non-uniform wave is characterized by the
amplitude C' - e~ and the behavior harmonic along £ (see Figure 7).

For each fixed £ = p, the amplitude of the non-uniform wave decreases in
the positive direction of the axis On (see Figure 7).
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Figure 7. Profile of a leaky waveguide wave (mode) in phase-ray coordinates

In the half-plane n < 0, the amplitude of the non-uniform wave will increase
indefinitely, therefore from the physical point of view the half-plane n < 0
corresponds the so-called shadow region of the non-uniform wave under
consideration.

The proposed representation of a wave with a complex wave vector in the
form of an inhomogeneous plane wave and the subsequent introduction of
phase-ray coordinates clearly demonstrate the essential properties of such
waves and will be further used to analyze leaky waves.
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BbITeKaIOIlH/Ie MOAbI B IIJIaHAPHBIX AUIJIEKTPHNYE€CKUX
BOJIHOBOJAX

. B. qusakos', A. A. Eropos?, K. II. JIoseuxmii',
JI. A. CeBacthsinos'?, A. C. Ipepunkmii'

! Kagpedpa npurkiadnoti undopmamuru u meopuu éeposmmuocmet
Poccutickuti ynusepcumem dpyoscbHovr Hapodos
ya. Mukayzro-Maxaas, 0. 6, Mockea, 117198, Poccus
2 Hnemumym obweti dusuru umenu A.M. ITpoxoposa Poccutickoti axademuu Hayx
ya. Basusosa, 9. 38, Mocxsa, 119991, Poccus
3 JlaGopamopus meopemuneckotli dusuru
Ob6sedunérnbil uHcmumym A0epHoE UCCAED08AHUT
ya. 2Koauwo-Kropu, 0. 6, 2. lyorna, Mockosckas obaacmsv, 141980, Poccus

B pabore npesmiorkeno HOBOe aHAJUTUYECKOE W YHUCJIEHHOE PeIleHre BOJTHOBOJI-
HOM 3319 JJIsi BBITEKAIOIMIMX MO IJIAHAPHOIO JIU3JIEKTPHIECKOIO CUMMETPUYHOIO
BOJIHOBOJA. B Kad9eCTB€ aCUMIITOTUYICCKUX I'PaHUYIHbBIX yCJ’IOBI/II'?‘I HNCIIOJIB30BaJIUCH
rpaHUYHbBIE YCJIOBHS, COOTBETCTBYOIME Mogean ['amoa—3urepra. Ilocrapiennast
HaJYaJIbHO-KpaeBas 3aJada JOIMYyCKaeT pasjieseHre IIepeMeHHBbIX. Bo3HuKarioas
B pe3yJIbTaTe Pa3e/CHUs MEPEMEHHBIX 33/1a9a OTBICKAHU COOCTBEHHBIX MOJI OTKPbI-
TBIX TPEXCJIONHBIX BOJHOBOIOB (opMyaupyercs: Kak 3agada [Itypma—Jluysuiis
C COOTBETCTBYIOIIMMH T'PAHUYHBIMA M ACUMIITOTHYECKMMHU YCJIOBUsMHU. B ciydae
HaIpaBJISeMbIX U U3JIydaTeJbHbIX Mo, 3aaa4da [IIrypma—/InyBuiisa saBiisiercs camMmoco-
NPsZKEHHOM, TT09TOMY €€ COOCTBEHHbBIE 3HAYCHUS — JIEHCTBUTE/IbHBIE BEJIMIUHBI JJIsT
AuaJIeKTpudeckux cpeil. ITonck cobCcTBEHHBIX 3HAYEHUN U COOCTBEHHBIX (DYHKITUH, CO-
OTBETCTBYIOIIUX BBITEKAIOIINM MOIAM, COIPSI?KEH C PsIOM TPYIHOCTEH: 3a1a4a Ha,
CcOOCTBEHHbBIE 3HAYECHUSA U COOCTBEHHBbIE (DYHKIIUU HE SIBJSETCS CAMOCOIIPSKEHHOM,
II03TOMY COOCTBEHHDIE 3HAUEHUS SIBJIAIOTCA KOMIIJIEKCHBIMY BEJIMINHAMEI, TAKUM 00pa-
30M, 33,/1a98 HAXOXKJICHUA COOCTBEHHBIX 3HAUYEHUN U COOCTBEHHBIX (DYHKIUN CBA3AHA
C HAXOXKJIEHHEM KOMILJIEKCHBIX KOPHEH HEJMHEHHOrO MUCIIEPCUOHHOIO yYPaBHEHMSI.
B pabote gy penrenus 9T0i 3a1a9U UCIOJIH30BAJICS METO MUHUMU3AINA HYJIEBOTO
mopsiika. B pabore JaH aHa M3 PACCINTAHHBIX PACIIPEIETCHUN HAIIPIXKEHHOCTH JIEK-
TPUIECKOTrO I0JIA HEPBBIX TPEX BBITEKAIOIINX MO, ITOKA3BIBAIOIINIA BO3MOXKHOCTHU
U TIPEUMYIIECTBA MIPE/JIOXKEHHOTO TTOIX0/1A.

KitoueBsbie cioBa: mHTerpajbHas ONTHKA, BOJHOBOA, 3amaqda [Iltypma—Jluysumiis,
JIUCIIEPCUOHHOE COOTHOIIEHUE, BBITEKAIOIINE MOJbI, KOMIIBIOTEPHOE MOJEJTUPOBAHIE
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Pair-copula constructions have proven to be a useful tool in statistical modeling,
particularly in the field of finance. The copula-based approach can be used to choose
a model that describes the dependence structure and marginal behaviour of the data
in efficient way, but is usually applied to pairs of securities. In contrast, vine copulas
provide greater flexibility and permit the modeling of complex dependency patterns
using the rich variety of bivariate copulas which may be arranged and analysed in
a tree structure. However, the number of possible configurations of a vine copula
grows exponentially as the number of variables increases, making model selection
a major challenge in development. So, to learn the best possible model, one has to
identify the best possible structure, which necessitates identifying the connections
between the variables and selecting between the multiple bivariate copulas for each
pair in the structure.

This paper features the use of regular vine copulas in analysis of the co-dependencies
of four major Russian Stock Market securities such as Gazprom, Sberbank, Rosneft
and FGC UES, represented by the RTS index. For these stocks the D-vine structures
of bivariate copulas were constructed, which models are described by Gumbel, Student,
BBland BB7 copulas, and estimates of their parameters were obtained. Computer
simulations showed a high accuracy of the approximation of the explored data by
D-vine structure of bivariate copulas and the effectiveness of our approach in general.

Key words and phrases: copula, multivariate models, dependence structure, vines,
securities

1. Introduction

In the field of financial analysis, finding new useful models and improving
the existing ones is a constant struggle. Finding an appropriate multivariate
model that efficiently describes the dependence structure as well as marginal
behavior of the data being analyzed can be a very challenging task, especially
in the case of higher dimensions. The approach that relies on copulas tends
to outperform other methods when it comes to financial analysis, for example
modeling financial returns.

(©) Shchetinin E.Y., 2019
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Usually the Student n-dimensional copula is a good choice for financial
data of various kinds [1], and as such deserves special attention. Of course,
generally speaking, thorough analysis is needed for the best results — especially
if the data being analysed has different behaviour in the tails, in which case
the Student copula might not capture the dependence structure very well.

We will be discussing pairwise model into bivariate copulas as laid out by
Aas |2]. This approach will let us easily track the parameters relevant to
the tail dependence. In order to find the most appropriate approach for our
specific case, we will rely on the detailed comparison and overview of different
approaches by Berg [3].

The relatively recent concept of vines, introduced by T. Bedford and R.
M. Cooke [4], is very relevant to pairwise decomposition of multivariate
distributions. Vines essentially a subclass of trees that can be used to
efficiently represent a pairwise decomposition. We will focus primarily on
D-vines and canonical vines [5], [6]. Our main source for the elements of
copula theory is R. B. Nelsen, H. Joe [7]-]9].

2. Basics of copula theory

Deflnition (pair-copula)

A pair-copula or simply copula is a function C : [0,1]? — [0, 1] that satisfies
the following properties:

For any u, v € [0,1]

1) C(u,0) = C(0,v) = 0;

2) C(u,1) =u, C(1,v) = 1.

For any wu,,uy,vy,v5 € [0,1] such that u; < uy and v; < vy

3) Clug,vy) — Clug, vy) — Clug,v1) + Clug, vy) 2 0.

One of the most important theorems of copula theory is Sklar’s Theorem.
In terms of probability theory, it states that any joint distribution function
can be can be written in terms of marginal (univariate) distribution functions
and a copula function that can describe the dependence structure between
the random variables.

Sklar’s Theorem.

Let X and Y be random variables with distribution functions F' and G,
respectively, and let H be their joint distibution function. Then there exists
a copula C : [0,1]?> — [0, 1] such that for any z,y € R the following equation
is true:

H(z,y) = C(F(z),G(y)). (1)
If Fand G are continuous, then C'is unique. If not, then C'is unique only
on RanFxRanG (here RanF is the range of F'and RanG is the range of G).
Conversely, if C'is a copula and F'and G are distribution functions of X and
Y, respectively, then H, defined by (1), is a joint distribution function for the
random variables X and Y, and F'and G are marginal distribution functions
for X and Y, respectively.
It is not hard to describe the n-dimensional case, as well. But first, we have
to define the notions of n-Box and the H-volume of an n-Box and discuss
notation.
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Let us use the following notation:
a=(a,,ay,..,a,) ER', b=(b,by,..,0,) €R",
a < b means a;, < b, for all £ from 1 to n.
When a < b we will use the following notation:
[a,b] = [a,by] X [ag,bs] X ... X [a,,,],,].

n»-n

The construction above is called the n-box. The vectors of the type
¢ = (¢q,¢y,...,¢,) where ¢, equals a; or b, for all k are called the vertices of
the n-box.

The notion of the C-volume of the n-box, V]a,b] . is discussed in [10], [11].

Definition (n-copula)

An n-copula is a function C' : [0,1]™ — [0, 1] that satisfies the following
properties:

For any u = (uq, ug, ..., u,) in [0, 1]

1) C(u) =0 if any u;, = 0.

2) C(u) = uy, if all the coordinates except u,, are equal to 0.

For any a,b € [0,1]™ such that a <b

3) Vcla,b] 2 0.

The n-dimensional version of Sklar’s theorem is discussed in Nelsen [7], and
conditional copulas are discussed in Patton [12].

3. Decomposition of a multivariate distribution
function using pair-copula constructions

The general product rule (also called the chain rule of probability) allows
us to decompose a multivariate density function in the following, non-unique
way:

fi2.m = f1f2|1f3\12"'fn|12...n71' (2)

If we assume that F'is strictly continuous and use the definition of a copula
and Sklar’s Theorem, we get

Ji2.n = Cranf1fo - [o- (3)

To get to the pair-copula decomposition we will also have to use the useful
factorizations of this type:

f2|1 = % = ¢12.fs- (4)
1
_ fi23 _ J1fasn _ faan _ fop f31Ca3n
J12 fapfa fon fon

Now let’s apply (2), (3), (4) and (5) to a 3-dimensional density function to
get a pair-copula decomposition:

f3|12

= 023\1f3|1 = 023|1C13f3- (5)
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3
fi23 = fifop fajn2 = ficiafocaspciafs = c1aC13Ca3 H fi- (6)
i=1

If we pick another conditioning variable we get another decomposition, for
example

3
fi23 = f1f2\1f3|12 = f1C12f2013|2023f3 = C12€13)2€23 H fi- (7)
i=1

The number of possible pair-copula decompositions for a 3-variable density
function is 24 [13|, [14] and this number rises rapidly with the number of
dimensions, which makes it very complicated to find the decomposition that
best preserves the known information about the dependence structure. The
concept of vines is very useful in this regard.

4. The concept of vines

Vines are a concept first introduced by Bedford and Cooke [4]. A vine is
a sequence of trees {T}} in which the edges of T; are the nodes of T}, ;. Each
vine is a representation of a particular way of decomposing a multivariate
distribution. The two kinds of common vines that we will use in our work
are canonical vines and D-vines. Different types of vines represent different
types of dependency structures. A canonical vine corresponds to the case
where one “main” variable “interacts” with all the others, while in the case
of a D-vine there is no such “main” variable. This idea is represented in the
illustrations provided in Figures 1 and 2.

15 45
T '\K‘ (5 e 12 2 *
132 243 35/4
y. T2
Te .g®

2411

o G
e
15[234
. 45123 . T4 ‘—.

T3

T4

Figure 1. C-vine Figure 2. D-vine

The following general formulas give us the expressions for the decomposition
of an n-dimensional density function using the D-vine and the canonical vine:

n n—1n—j

D-vine: f5 ,, = J H H Ci it jlit1,... i+j—1" (8)
1

j=1i=1
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n—1n—j

Canonical vine: f, ,, = H fi H H Cj it 1ot 9)

k=1 ]12

Each edge in each of the trees corresponds to a pair-copula, the density of
which is used as one of the multipliers of the pair-copula construction, as we
can see in (8) and (9). The first tree, 77, should be constructed in a way that
best represents the supposed dependence structure of the variables.

Alternative constructions may involve using the copula parameter estima-
tions to get insight into the dependence structure — for example, we could
assign a Student-t topula to all the pairs and, knowing that a low number of
df indicates strong dependence, could construct a tree that represents that
dependence structure.

Algorithm 1. Sequential algorithm

Input: Data (z;,...,2;,,  =1,..., N (realization of i.i.d. random vectors).
Output: R-vine copula specification, i.e., V, B.

1: Calculate the empirical Kendall’s tau ?j’ i, for all possible vari-
able pairs {j,k}, 1 < j <k < n.

2: Select the spanning tree that maximizes the sum of absolute
empirical Kendall’s taus, i.e.,

max Z H?jk”

e={J,k}in spanning tree

3: For each edge {j,k} in the selected spanning tree, select
a copula and estimate the corresponding parameter(s). Then

transform F‘k(xl]kclk) and Fkb(xlkkclj) I =1,...,N, using

the fitted copula C’ (see (2)).

4: fori=2,...,n—1 do {Iteration over the trees}

5: Calculate the empirical Kendall’s tau 7, for all
conditional variable pairs {j, k|D} that can be part
of tree T, i.e. all edges fulfilling the proximity
condition (see Definition 2.1).

6: Among these edges, select the spanning tree that

maximizes the sum of absolute empirical Kendall’s
taus, i.e.,

max Z \7;.k1Dl-
e={j,k|D}in spanning tree
7 For each edge {j,k|D} in the selected spanning
tree, select a conditional copula and estimate
the corresponding parameter(s). Then transform
Fj|kUD(mlj‘$lkaXlD) and FJ‘EUD(%H%]’:XZD)’ = L. ’N’
using the fitted copula Cy, 4 (see (2)).
8: end for
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5. Numerical experiment: choosing the right vine
structure

We will now apply the theory and methods discussed above to the analysis,
modeling and visualization of the returns of four major Russian companies.
Our data-set consists of the log-returns of Gazprom, Sberbank, Rosneft and
FGC UES from 06.06.2014 to 06.06.2018.

We will use the VineCopula package for the R programming language for
most of our computational needs [15].

Our main goal is to build a model that best represents core features of
our data’s dependency structure. We will use the sequential method [13]
with Akaike’s criterion [11], [16]-[18] (to determinine the most appropriate
copula families) and one of the versions of Prim’s algorithm (to determine
maximum spanning trees [19], [20]) to ultimately determine and specify the
most appropriate vine structure. We have provided the results below.

Figure 3 illustrates the D-vine structure of our model.

& 241 -

14

T3 2311 312 o5
45|123

T4 32 g

Figure 3. D-vine structure of our model

We also need to verify our model. The verification process involves drawing
observations from the vine and comparing the empirical values of Spearman’s
Rho and some of the plots for the original observations and the sampled
observations. In other words, we must observe how well the dependence
structure was preserved.

For the sake of brevity, let us denote Rosneft by R, Gazprom by G, FGC
UES by F and Sberbank by S.

Using AIC and MLE we have determined that:

cgr is a rotated BB1 copula with 6 = 0.1980236 and § = 1.421392.

cgq is a rotated BB7 copula with 6 = 1.920555 and ¢ = 0.7580773.

car is a rotated BB7 copula with 6 = 2.025809 and § = 0.9424809.
CGRrls 1s a rotated Gumbel copula with 6 = 1.2104850.

Csp|c 18 a t-copula with p = 0.3746501 and v = 6.7874375.

cprjse 1s a rotated BB8 copula with § = 1.4269045 and 0 = 0.8675492.
The D-vine tree structure for our model is presented on Fig. 4-6. Corre-

sponding graphs of bivariate copula density models with estimated parameters
are shown in Fig. 7.

SRl ol
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We drew 1003 observations from our D-vine — the same number as in
our real-world dataset and calculated Spearman’s rho values, shown below
in Table 2. Judging from Table 2 and the overlaid plots, the modeled
dependencies were captured in a satisfactory way. Graphical comparison of
empirical and simulated data with their scatterplots is presented on Fig. 8.

Table 1 Table 2
Empirical Spearman’s Rho values Empirical Spearman’s Rho values
for the original observations for the observations from sampling
G F R G F R
S|0.64 0.5 0.63 S 106 054 0.65
- 0.49 0.e7 G| - 0.5 0.65
F - 0.49 F - 0.53

Sim(red) vs. Real(black) Sim(red) vs. Real(black)

Sberbank
Rosneft

Gazprom o o Gai;;fnm

Figure 8. Real and simulated data comparison

6. Conclusions

In this paper we have demonstrated the usefulness of the vine copula-
based approach to modeling a real-world dataset with a complex dependence
structure. We have successfully specified a model that captures some of the
essential dependencies that characterize our dataset. In a sense, by focus-
ing, for the sake of brevity, exclusively on C-vines and D-vines and specific
methods of copula selction and parameter estimations, we were forced to ne-
glect other approaches which could provide additional insights. Extensive
functionality provided by the VineCopula package for the R programming
language let us circumvent many computational dificulties, allowing for faster
and more efficient analysis.
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MopgenaunpoBaHue MHOTOMEPHBIX CTPYKTYP
CTATUCTUYECKOIl 3aBUCHUMOCTHU HA POCCHUICKOM (POHIOBOM
PBIHKE

E. FO. lllerunun

Zenapmamenm anasuda 0aHHoIT, NPUHATIUA PEUEHUT U HUHAHCOBDIT TETHOA02UT
Qunancosuiili ynusepcumem npu Ilpasumesvcmee Poccutickoti @edeparuu
Jlenunepadcxuti npocnexm, 0. 49, Mocksa, 125993, Poccus

Monenu komyst sBasioTcs 3PHEKTUBHBIM UHCTPYMEHTOM B CTATUCTAYECKOM MO/IE-
JINPOBAHUU, B YACTHOCTHU B 00J1aCTH (PUHAHCOBOTO aHam3a. [101X01 K MOIeIMpOBAaHIIO
MHOTOMEPHBIX CTPYKTYP C UX HCIOJb30BAHUEM ITO3BOJISET OIUCATH KAK CTPYKTYPY
CTATUCTUIECKON 3aBUCUMOCTH, TaK ¥ MapXKWHAJbHBIE CBOWCTBA JAHHBIX, HO OOBITHO
IOIPpUMCHACTCA K IMapaM IEeHHbIX 6yMaF. Hapﬂ,zgy C 93TUM, MOJEJIN BBIOINXCA KOILYJI
obecrieauBaioT OOJIBIIYIO0 THOKOCTD U MO3BOJISIIOT MOJEIUPOBATE CJIOXKHBIE CTPYKTY-
PBI 3aBUCUMOCTEH, MCIOJIb3ysi OO/IbIoe pa3HOOOpa3ue JIByMEPHBIX KOILYJI, KOTOPbIE
MoryT 6bIT]:> OpPTraHU30BaHbI B IDEBOBUJIHYIO CTPYKTYDPY. O‘ILHaKO YUCJIO BOBMOZKHBIX
KOHGUTYPAIuil BHIOIIUXC KOITYJI PACTET IKCIIOHEHIINAIHHO 110 MEPE YBEJIUYEHUS HC-
Jia IEHHBIX OyMar, 9To jejiaeT BhIOOD MOJeJIn OCHOBHON Hay4HOU mpobiemoii. Takum
00pa3oM, 9TOOBI TOCTPOUTH MOJIEJIb MHOIOMEDPHBIX CTPYKTYD IEHHBIX OyMar, HyKHO
OIIPEeJEeINTh HAWIYUIIYIO BO3MOXKHYIO CTPYKTYPY, KOTOpas TpedyeT BbIABICHUS CB-
3eil MexK/1y €€ IMepeMeHHbIMU, & TaKKe BbIOOPA MEXKJy HECKOJIbKUMU JBYMEPHBIMU
KOITyJIAMU JIJIsi KaXKJI0i Napbl B CTPYKTYPE.

B nannoit pabore npogeMOHCTPUPOBAHO IPUMEHEHUE PETYJIAPHBIX BHIOITUXCS KOITYJT
B (DMHAHCOBOM aHAJM3€ CTATUCTUIECKUX CBA3EH KPYITHEHINX POCCUNCKUX IMEHHDBIX
oymar, takux Kak 'asmpom, Coepbank, Pocuedpts 1 PCK EIC, npencraBieHHbIX
B uugekce PTC. Jljist 9Tux 1eHHbIX OyMar ObLIM MOCTPOeHbI D-vine CTPyKTYphI
MOTIAPHBIX KOITYJI, BKIFOUaromumx Mogesn 'ymbens, CreionenTa, BB1 u BB7, a tak-
2Ke TI0JIyY€eHbl OIEHKN MX HapaMeTpoB. KoMIIbIoTepHOE MOJIeJIMPOBAHUE TTOKA3AJIO
BBICOKYIO TOYHOCTH AITPOKCUMAIIUU MCCJIEyEMbIX JAHHBIX U 3(P(HEKTUBHOCTD IIPE/I-
JIOXKEHHOT'O TIOJIX0/A B IIEJIOM.

Kirouesbie ciioBa: (GDUHAHCOBBII aHAJN3, TIEHHBbIE OyMaru, MHOTOMEPHBIE CTPYKTY-
PBI CTATUCTUYECKNX CBA3€H, KOIYJIbI, BHIOIINECH KOITYJIbI
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The aim of this work was to study the spectrum of LF and HF oscillations generated
by plasma bunches created and confined in the volume of a microwave cavity immersed
in the magnetic field of a mirror trap. The registration of electrostatic oscillations in
the plasma was carried out using two flat electrodes mounted diametrically opposite
in the central part of the cavity close to its wall. This diagnostic showed the presence
of low-frequency oscillations with frequencies of 130 kHz and 450 kHz. The oscillation
spectrum in the microwave range was recorded at the minimum of the magnetic trap
using a real-time spectrometer and a loosely coupled loop antenna. The registration
of the spectra in the 40 MHz band revealed a regular change in the frequency of the
fundamental oscillation mode of the cavity and the presence of two harmonics of the
synchrotron radiation of the plasma bunch at frequencies of 2.25 GHz and 4.52 GHz,
respectively. According to the obtained data, the parameters of the formed bunch
(density, shape, volume, energy spectra of plasma components) can be restored.

Key words and phrases: gyromagnetic autoresonance, plasma bunches, long mag-
netic mirror trap, electrostatic and electromagnetic oscillations, spectral analysis

1. Introduction

The possibility of generating long-lived plasma bunches with an energetic
electronic component under conditions of gyromagnetic autoresonance (GA)
in the magnetic field of mirror trap in the regime of a reverse magnetic field
has been shown previously [1], [2]. In this mode the reverse pulsed magnetic
field is created by coils located at the maxima of the electric component of the
microwave field of a standing wave and reduced static magnetic strength to
a value that corresponds to the classical electron cyclotron resonance (ECR).
Then, the current in the pulse coils decreases, resulting in restoration of
the initial profile of the magnetic field produced by the stationary magnetic

(©) Novitskiy A.A., Chuprov D.V., Kuznetsov V.A., Shevtsov E. A., 2019

This work is licensed under a Creative Commons Attribution 4.0 International License
BY http://creativecommons.org/licenses/by/4.0/
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coils, and the electrons of the produced ECR plasma become trapped in the
autoresonant acceleration mode.

The aim of this work was to study the spectrum of LF and HF oscillations
generated by plasma bunches created and confined in the mirror trap within
microwave cavity.

2. Experimental setup

The experimental setup is a cylindrical microwave cavity placed in an
axisymmetric magnetic field of a long mirror trap configuration (R = 1.2,
L = 80 cm) with magnetic field induction at a trap minimum of 1200 G.
A stationary magnetic field is created by three pairs of coaxial coils fed by
three DC sources.

The pulsed magnetic field required for the implementation of the GA regime
is generated by the pulsed current flowing through a pair of coils axisymmetric
with the cavity and the coils of the stationary magnetic field. The coils of the
pulsed magnetic field are placed symmetrically with respect to the position of
the minimum of the magnetic field in the trap in antinodes of the electric field
of a standing wave TE;;s-mode. The 3D-design of the experimental setup,
together with the axial distribution of the induction of the resulting magnetic
field at different times of the current rise time in the reversing coils of the
pulsed field, are presented in Figure 1(a).
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(a) Magnetic system and topology (b) Waveforms describing the characteristic
of the magnetic field of the long mirror trap phases of the installation

Figure 1. Microwave cavity

The direction of the current in the pulsed coils provides the creation
of a pulsed magnetic field with direction of the induction opposite to the
induction of the stationary field, thus reducing locally the resulting magnetic
field to a level corresponding to the ECR value for the operating frequency.
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The reduction of the current in the pulse coils and the restoration of the initial
profile of the stationary magnetic field in the presence of the microwave field
ensure the trapping and acceleration of the initial plasma electrons into the
GA regime and the generation of plasma bunches in two symmetrical zones
of the setup. The operating cycle of the setup is a current pulse in pulsed
magnetic coils with a duration of 900 us, synchronized with the forward front
of the microwave pulse with a duration of 1.1 ms. The duty cycle of the setup
is shown in Figure 1(b): phase A — reduction of the resulting magnetic field to
values of the ECR within the two zones of the trap, the phase B — formation
of initial plasma under ECR in two local zones of the trap, phase C — mode
of GA-effect, stage D — confinement mode of the produced plasma bunch
in a stationary field of the mirror trap. The restoration of the initial profile
of a stationary magnetic field with small gradients leads to the movement
of produced bunches to the region of the minimum of the trap and their
accumulation. The unit operates in a pulse-periodic mode with a variable
duty of GA-cycle. More detailed information about experimental setup and
diagnostic methods can be founded from [3], [4].

Registration of electrostatic oscillations in the plasma was carried out using
two flat electrodes flush-mounted with the side wall of the cavity at the
midplane. The electrodes are made of the metal disks with a diameter of
12 mm and fixed in the camera ports located in the midplane of the trap, and
were oriented parallel to the cavity walls.

The motion of the bunch within the cavity leads to a change in time of
the charge induced on the electrostatic probe. The charge distribution in the
bunch and its motion dynamics determine the time dependence of the charge
induced on the probe. Therefore, by the current taken from the probe through
a load resistor of 500 Ohms, one can conclude about the bunch parameters
and dynamics.

The oscillation spectrum in the microwave range was obtained at the
minimum of the magnetic trap using a loop microwave probe. The time and
parametric dependences of the frequencies and amplitudes of the recorded
oscillations on various discharge conditions were recorded. Microwave signal
processing was performed using a Tektronix RSA-6114A spectrum analyzer.

3. Experimental results

Processing the voltage waveforms on the load resistance of the wall elec-
trodes using the fast Fourier transform method showed the presence of
low-frequency oscillations with frequencies of 130 kHz and 450 kHz at a pres-
sure of P = 1-10~° Torr, which are observed in the final stage of autoresonance
acceleration (delay of 400 us) (Figure 2).

The motion of an azimuthal and radially asymmetric plasma bunch in the
cavity is accompanied by a complex redistribution of its space charge along
all three coordinates. An electrostatic probe registers the integrated picture
of the distribution of charge density in the near-probe region. The detected
oscillations can be due to both the azimuthal and radial inhomogeneity of
the bunch, and its axial displacements [5], [6].

Oscillations in the microwave range were recorded synchronously with
the signal from the electrostatic probe. The loop microwave probe was
introduced into the resonator port, which is at the minimum of the electric
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component of the working mode, which is a transverse circular waveguide
located perpendicular to the cavity axis at an angle of 45° to the oscillation
plane of the high-frequency field vector E.
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Figure 2. Spectrum of low-frequency oscillations recorded by electrostatic probe placed near
the side wall of the cavity in the median plane of the trap

A series of experiments was carried out to obtain high-frequency spectra
in the range of the fundamental frequency of oscillations. The measurement
results are shown in Figure 3.

A typical spectrogram of high-frequency oscillations at the fundamental
frequency of the cavity (Figure 3(a)) illustrates the relatively small magnetron
generation bandwidth of the order of 1.5 MHz. The central frequency — f;; 5 of
the recorded spectral range does not remain constant over time. Figure 3(b)
shows the dependence of the frequency corresponding to the distribution
maximum on the delay At. GA process starts when the pulsed magnetic
field achieves its maximum value. The delay At is the time interval between
the moment of maximum value of pulsed magnetic field and the start trigger
of spectrum analyzer. The central frequency of the recorded spectral range
decreases quasilinearly with increasing delay. It should be noted that this
decrease cannot be due to the delay of the magnetron generation frequency
when the complex conductivity of the plasma-loaded resonator changes, since
the high-frequency channel uses a standard circuit with an insulator based on
a circulator with a matched load that absorbs the reflected power.

Special attention is required to the spectra obtained under the same con-
ditions near the end of the microwave pump pulse. Figure 3(c) shows the
spectrogram obtained with a delay At = 500 ps — this moment corresponds
to the simultaneous end of microwave and magnetic field pulses (the end of
phase C in Figure 1(b)). It can be seen that in addition to the magnetron
generation line, the spectrum contains many other components whose level
is 10 or more dB lower than the signal at the fundamental frequency. This,
apparently, is due to the interaction of the standing wave field with bunch
particles, which by this time have almost completely formed and begin to
shift to the midplane of the mirror trap.
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Figure 3. Typical spectrograms of high-frequency oscillations and dependence of the central
distribution frequency fy;z on the duration At of the registration delay relative to the
maximum of the pulsed magnetic field

Figure 3(d) shows the spectrogram of the signal from the cavity at the
moment of At = 510 ps. In other words, it is 10 us after the end of the
pulse of the magnetron generator. It can be seen that the generation of

electromagnetic oscillations at frequencies close to the magnetron frequency
continues with a finite attenuation rate.
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Of particular interest are electromagnetic waves due to the collective motion
of the particles of the bunch. In fact, this is synchrotron radiation of the bunch
electrons accelerated by autoresonance. However, in contrast to classical
synchrotrons and vigglers, in which electrons move along strictly defined
trajectories, in the discussed plasma storage synchrotron, the bunch particles
participate in complex motion along highly non-trivial trajectories. This, of
course, affects the spectral composition of the synchrotron radiation of the
bunches and its radiation pattern. In the present work, synchrotron radiation
was recorded using the same loop microwave probe, which was described
above and was used to measure the spectra of microwave oscillations of the
cavity at the pump frequency. In Figure 4 the corresponding experimental
results are presented.

The upper curve in Figure 4(a) is the integral of the signal recorded from
the loop microwave probe in the vicinity of 2.25 GHz in the 40 MHz band
by the Tektronix RSA-6114A real-time spectrum analyzer. The lower curve
corresponds to the spectral distribution of synchrotron radiation energy in this
frequency range. The recorded spectrum has a very complex shape in which
several peaks of different widths and degrees of overlap can be distinguished.
As a result of this, it would not be right to talk about harmonics of synchrotron
radiation, as is done in its classical consideration [7], [8], however, for brevity
and definiteness of the present work, we will call radiation recorded in this
spectral region the “first harmonic” of synchrotron radiation. It can be
assumed that individual peaks in the recorded spectrum correspond to several
spatially separated parts of plasma bunches coming from their generation
regions near the pulsed-field coils to the confinement region at the midplane
of the trap. Interpretation of these results requires additional studies and
comparison of their results with the results of measurements of bremsstrahlung
and recombination radiation of bunches, as well as data of corpuscular probes
in both the radial and axial directions of observation.

The power integral and spectral distribution shown in Figure 4(b) corre-
spond to the “second harmonic” of the synchrotron radiation of a plasma
bunch. A spectrogram with a central frequency of 4.52 GHz in the 40 MHz
band was obtained with the parameters of the setup and spectrum acquisition
unchanged. Nonlinear changes in the spectral composition of synchrotron
radiation at the “second harmonic” should be noted.

A series of experiments was carried out with a variation in the working
gas pressure, which showed a broadening of the spectrum with increasing
pressure.

4. Conclusion

Processing waveforms from electrodes using the fast Fourier transform
method showed the presence of low-frequency oscillations with frequencies of
130 kHz and 450 kHz at a pressure of P = 1-10~° Torr, which are observed in
the final stage of autoresonant acceleration. The low-frequency components
in the emission spectrum of a relativistic bunch arise as a result of complex
nonlinear interaction of the bunch particles with external and internal fields,
similar to how it happens in a beam discharge [6], in betatrons [7] and in
plasma engines [9).
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A comparison of the low-frequency oscillations with the fluctuations in
the intensity of the bremsstrahlung detected in the transverse direction, as
well as the signals of the PMTs recorded in the region of the trap minimum,
shows that they are interconnected and are observed synchronously when the
bunches are shifted to the detection region. Microwave signals (at 2.25 GHz
and 4.52 GHz) are also obtained at a given point in time, and a broadening
of the spectrum is observed with increasing working gas pressure. Radiation
at a frequency of 4.52 GHz was obtained in a trap at the end of a microwave
pump pulse.
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OcobeHHOCTU XapaKTEePHBIX 3JIEKTPOMATrHUTHBIX
KoJiebaHuil MJIa3MEeHHbIX CI'YCTKOB B JIJIMHHOM
OPOOKOTPOHE

A. A. Hosunkwnii, 1. B. Yynpos, B. A. Ky3nenos, E. A. IIleB1ioB

Hnemumym dusuveckur uccaedo8anutl u mexrrosoul
Poccutickuti ynusepcumem dpyocbv, Hapodos
ya. Muxayro-Maxaas, 0. 6, Mocksa, 117198, Poccus

Ilenpro mamnOll paboTbl gBjsIOCh m3ydenme crekrpa HY m BY kosnebanwmit
TEHEPUPYEMBIX IJIA3MEHHBIMU CTYCTKAMU, CO3/IABAEMBIMU U YIEPKUBAEMBIMU B Pa-
6oueM 0OBbeMe BBICOKOUACTOTHOIO PE30HATOPA, HAXOISAIIErOCs B MATHUTHOM IIOJIE
3epKaJIbHON JIOBYIIKU. Perncrpalius 3JIeKTPOCTATUIECKUX KOJIEDaHUH B I1a3Me OCy-
IIECTBJISJIOCH TIPU TIOMOIIHU JIBYX TIJIOCKUX SJIEKTPOJOB YCTAHOBJICHHBIX JIMAMETPAJIHHO
MIPOTHUBOIIOJIOXKHO B IEHTPAJBHONW YaCTU PE30HATOPA B €ro IMPUCTEHOYHON 0bJia-
CTU. 9Ta JNAarHOCTUKa ITOKa3aJla HaJUYNe HU3KOYaCTOTHDBIX KOJIe6aHHI7I C 9aCTOoTaMu
130 kI['rr m 450 k', Crextp kosebanuii 8 CBY nuanazone peructpupoBajics B MUHU-
MyMe MAarHUTHOM JIOBYIIIKU TIPU TTOMOIIN CIIEKTPOMETPA peajibHO BPEMEHH U CJ1abo
CBSI3aHHOM MeTJIeBOM aHTeHHBbI. Perucrparus cuekTpos B moJioce 40 MI't mo3Bosmmia
BBISIBUTH 3aKOHOMEDPHOE M3MEHEHUE YaCTOTHl OCHOBHOI MOJIbI KOJIe0aHuil pe3oHaTopa
U HAJUYHUe JBYX FAPMOHMK CHHXPOTPOHHOTO M3JIyYeHUs IIA3MEHHOTO CI'yCTKa Ha da-
crorax 2.25 I'T't m 4.52 I'T'1; coorBercTBenno. 10 MOy U€HHBIM JTAHHBIM MOTYT OBITH
BOCCTAHOBJICHBI TIApAMETPhl ChOPMUPOBAHHOIO CIyCTKa (IIOTHOCTH, hopMa, 00beM,
QHEPpreTnvIeCKnue CIeKTPbl KOMIIOHEHT H.HaSMbI).

KuroueBbie ciioBa: rmpOMArHWTHBIN aBTOPE30OHAHC, IJIA3MEHHbBIE CI'YCTKH, IIPO-
TS2KEHHBIH TTPOOKOTPOH, 3JEKTPOCTATUIECKNE U IJIEKTPOMATHUTHBIE KOJIeOAHUs,
CIIEKTPAJIbHBIN aHAIN3
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For the first time, the theoretical model of the spin-electron structure of a single-
layer graphene film was proposed by Wallace. The literature also describes
ferromagnetism generated by none of the three common causes: impurities, de-
fects, boundaries. We believe that the source of ferromagnetism is the spontaneous
breaking of spin symmetry in a graphene film. The classical field model describ-
ing spontaneously broken symmetry is necessarily non-linear. Among non-linear
models, the simplest is the well-known Ap* model. We believe that, as a first ap-
proximation, we can describe with its help all the characteristics of spin waves that
interest us, their spectra, and the domain structure of ferromagnetism in graphene.
The model admits kink and anti-kink exact solutions and a quasiparticle breather,
which we modeled numerically. We use the kink—anti-kink interaction energy ob-
tained numerically to solve the Schrédinger equation, which simulates the quantum
dynamics of breathers, which underlies the description of spin waves. The solution
of the Schrédinger equation by the Ritz method leads to a generalized problem of
eigenvalues and eigenvectors, the solution of which is mainly devoted to this work.

Key words and phrases: graphene, solitons, kinks, breathers, nonlinear models

1. Introduction

One of the main areas of the theoretical and experimental research is the
study of the properties of graphene, an obvious candidate for the formation
on its basis of the elemental base of future nanoelectronics and spintronics,

(© Nhat L. A., Lovetskiy K.P., Sevastianov L. A., Kulyabov D.S., 2019
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which provides a gain by orders of magnitude in the field of speed, size
and power consumption of devices for storing, transmitting and processing
information. Significant successes were achieved in this area [1]-[7], however,
a number of very unusual for carbon structures properties of graphenes, which
are observed experimentally, have not yet found their adequate theoretical
description. In particular, it was found [2], [3] that in graphene systems
there is a ferromagnetic effect that present right up to room temperatures
and above (Curie temperature exceeds 500 K). Consequently, samples of
graphene films can have their own magnetization due to the presence of
a nonzero spin density of valence electrons distributed in some way on the
two-dimensional carbon lattice. According to researchers, these experimentally
observed ferromagnetic properties of graphene structures require theoretical
justification and the construction of an appropriate mathematical model.

For the first time, the theoretical model of the spin-electron structure
of the single-layer graphene film was proposed by Wallace. After it was
published an extensive bibliography, which we will not concern. The ferromag-
netic properties of graphene structures observed experimentally by different
researchers, by their own admission, require proper justification and con-
struction of the appropriate theoretical model. We believe that the source of
ferromagnetism is the spontaneous breaking of spin symmetry in a graphene
film. Quantum-chemical calculations show that the Wallace model can serve
only as a first approximation, and subsequent approximations allow violation
of the well-known Wallace symmetry.

Quantum-chemical simulation of electron density in a monoatomic graphene
film by the extended functional density method and the advanced Hartree—
Fock method has demonstrated the possibility of the existence of unpaired
electrons, which gives rise to spontaneous violation of spin symmetry in it,
i.e., a nontrivial distribution of spin density. Experimentally it was found that
such a non-trivial distribution does not have a traditional source: impurities,
defects, boundaries [2].

Being caused by spontaneous symmetry breaking, such a distribution of
spin density must satisfy the nonlinear phenomenological equation of the
classical gauge field [8]-[14]. There can be many such fields and equations,
and they all supposedly give results that coincide in a first approximation.
Therefore, the scalar field on the two-dimensional continuum Ap* was chosen
as the first object of study as a mathematical model of spin density. Here we
made a transition from a discrete set of nodes of a double hexagonal lattice,
in which unpaired electrons and the corresponding electron and spin densities
can be localized.

The nonlinear field model proposed for the distribution of the spin density
of valence electrons in a graphene film makes it possible to describe the
experimentally observed ferromagnetic properties of such films. It is shown
that these solutions (kinks, breathers) allow the formation of some spatially
localized magnetization density configurations on the surface of a graphene
film. The specified scalar field allows localized solutions: kinks and anti-kinks.
The combination of kink and anti-kink is a quasiparticle, i.e. an approximate
solution of the nonlinear equation for a p* scalar field. Quantitative estimates
are obtained for the energy and spatial dimensions of such a configuration.
Their characteristic size was tens of nanometers. It is also shown that such
configurations can constitute groups of discrete spectra.
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The problem of the interaction of kinks and anti-kinks with each other
is considered. We also find it interesting to further consider the interaction
of breathers with each other and with other physical fields, as well as the
dynamics of spinons on graphene (fullerene, nanotube) nonplanar surfaces
of various topologies. This work is devoted to a numerical study of the
model Ap? [15], [16]. Within the framework of the proposed model, the
problems of approximate calculation of potential fields, approximate solution
of the Schrodinger equations and simulation of control of the external field of
population levels [8] are solved.

2. Model description

In this work, we study a theoretical model that describes the properties
of graphene monoatomic layers that form some two-dimensional surfaces
associated with the presence of a nonzero spin density distribution function
on these surfaces formed as a result of spontaneous violation of the spin
symmetry of valence electrons of carbon atoms on these surfaces. Since the
spin density is proportional to the magnetization density, this model allows
us to describe the ferromagnetic properties of graphene structures.

In the framework of the proposed model, a transition is made from the
consideration of a discrete two-dimensional carbon lattice forming a graphene
film to a continuous two-dimensional surface stretched over this lattice. The
indicated two-dimensional surface is the configuration space of the model.
Thus, we are making the transition to a continuum field model.

In the model under consideration, a trivial, identically equal to zero, spin
density configuration is admissible. However, it was experimentally established
that this symmetric field configuration can be spontaneously disturbed to
some physically observable.

Within the framework of the two-dimensional field model under study, there
is an analogue of the Goldstone theorem, known in quantum field theory,
according to which an each broken generator of the initial symmetry of the
field system must correspond to a massless scalar uncharged boson, which in
our case is appropriate to call as a spinon.

In this case, the spontaneous breaking of spin symmetry within the frame-
work of the proposed model should lead to the presence on the graphene
surfaces of quasiparticle spinons, which are vector bosons in 3-dimensional
physical space and scalar pseudo-Goldstone bosons in the two-dimensional
configuration space of the model, since the projection of the quasiparticle
spin on the configuration space is equal to zero.

It is significant that the presence of collective magnetic interactions of
spinons, due to the influence of the total magnetic field, created by all spinons,
on each spinon individually, leads to nonlinearity of the corresponding field
equations and, as a consequence, the possibility of the existence of soliton
configurations on graphene surfaces, which depend, inter alia, on shape and
surface topology.

In addition, the presence of collective interactions in the ensemble of spinons
should lead to the appearance of an effective mass for a spinon, which should
also affect the observed physical consequences, although due to the smallness
of spin-spin interactions large values of this mass can hardly be expected.
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Based on the foregoing, it is clear that the equations for the desired scalar
field given on a certain two-dimensional surface must be nonlinear and defined
on this surface of an arbitrary, generally speaking, shape and topology. The
form and topology in this case determine the boundary conditions for the
field function. The indicated function determines the conditions for the
existence, configuration and dynamics of quasiparticles of this field on a given
two-dimensional surface.

The indicated properties, in particular, are possessed by the field equations
known in quantum theory, which describe, among other things, massless
nonlinear scalar excitations.

Thus, to describe spinon excitations on graphene surfaces, we use one of the
variants of the nonlinear field model, which allows us to calculate the eigen
solutions, effective masses, topological invariants, energy spectra, the dynamics
of various nonlinear spinon configurations, as well as relaxation properties,
Curie temperature, and other characteristics of statistical ensembles of spinons.

3. Interaction model

Consider a model of a nonlinear one-component scalar field ¢ on a two-
dimensional surface, the surface density of the Lagrangian of which is set in
the form:

L(g) = 3(0,00"0) — 2 (6% — 2B, )

where ¢, and A are the model parameters. In this case, the field equation

has the form:
0,0 — Mgl — Ap® = 0 (2)

In the case when ¢ depends only on one coordinate x and does not depend
on time, in other words: ¢ = p(x), and the equations of the form (2) have
a set of static solutions, as well as kink and anti-kink solutions:

(@) = o tanh /g3 /20). (3)

In the vicinity of zero, kinks (anti-kinks) have a domain wall separating
regions with magnetization of different signs.

The kink energy per unit length in the coordinate y is calculated by the
formula:

o0

sio = [@foer e e -] - Lavi @

—o

The kink energy density along the z coordinate is proportional to
1 — tanh® (\/ ApE /21‘)} and, therefore, is concentrated near zero on the

domain wall.

As in any ferromagnet, in the system under consideration there is a Curie
temperature [1], [2], at which the system of interacting spins is disordered due
to thermal motion. This leads to the decay of the kink and the destruction of
the domain structure. In other words, this is the situation when the energy of
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the thermal motion of an elementary magnetic moment becomes comparable
with its energy in the kink field. This allows a quantitative assessment of the
model parameters.

The substitution of the numerical values gives d ~ 15-30 nm, which looks
quite plausible. The scatter of values for the domain wall thickness is related
to the scatter of the available experimental data on measuring the Curie
temperature. In any case, we see that the calculated domain wall thickness is
tens of bond lengths in the cell. This confirms the correctness of the use of
the proposed continuum model for the graphene lattice.

Consider the case when the solutions for the field function are explicitly
time-dependent. Then we obtain stable single kink and anti-kink solutions
propagating along the coordinate z with a constant velocity V.

The stable spatially localized field configurations (not only kinks) (in
particular, which are solutions of equations of the form (2)) are of interest for
many practical applications. For qualitative estimates we propose to use some
approximate solutions of equations of the form (4), by using combinations of
existing exact solutions.

+In particular, we can consider the system of kink and +anti-kink inter-
action. In the simplest case, this can be a kink and an anti-kink located at
some distance a(t) from each other. Moreover, it is very important that kink
and anti-kink interact with each other even at an infinitely large distance
from each other. This is due precisely to the fact that their asymptotics at
spatial infinity are nonzero. In addition, it should be noted that, due to the
nonlinearity of the problem, the sum of exact solutions, generally speaking, is
not an exact solution.

Nevertheless, we choose the field function of the system of interacting kink
and anti-kink in the simple form:

p(z,a) = [p(z+a)+ o (r—a) =g, a>0 (5)

A function of the form (5) for small values of a is spatially localized near the
point x = 0. Kink and anti-kink at (5), spatially separated by a sufficiently
large (compared to the thickness of the kink itself) distance, interact with
each other, but,however, steadily maintain their own shape.

We numerically look for such a(t) to satisfy the equation (2). The obtained
solutions will correspond to breathers, that is, stable kink — anti-kink config-
urations, known, for example, for equations like sine-Gordon, Korteweg—de
Vries, and some others, both in discrete and continuous cases.

Consider the Hamiltonian of a system whose field function of the form (5)
satisfies the equation of type 2:

Hip) = [ do[o,p@dela) + §e@? ~ o)’ )

This function can be considered as the total energy of the kink in the
anti-kink field (or vice versa), and its dependence on the parameter a may
be formally investigated. Then the dependence of the Hamiltonian of the
form (6) on the parameter a corresponds to the dependence of the potential
interaction energy of the kink and anti-kink on the distance between them. If
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there are minima in this function, one should expect the presence of bound
states in the kink—anti-kink system. These will be the desired breathers.

We will search for the bound states of the kink—anti-kink in the minima of
potential energy:

9 H(p,ay) =0,
Oa 7
82 ( )
a2 H(p,a,,) > 0.

You can get the estimate: a, ~ 0.8d. Thus, the ratio of the distance
between the kink and the anti-kink to the size of the kink itself (anti-kink) is
less than unity, which again confirms the correctness of the assumptions used.

3.1. Numerical implementation

Since we consider functions ¢(x, a) of the form (5), depending on the parameter

a, where ¢, (x) = +¢,tanh (\/)\90(2)/296) depends on the parameter ¢, the

calculation of the functional H(y,a) was performed as follows. First, the

partial derivative g—‘g was calculated (the other partial derivatives of ¢ are

identically equal to zero due to the choice of the form of the function ¢ (5)),
then for given ¢, A and a the numerical integral (6) is calculated. Thus, with
the fixed parameter ¢, = 1.0 selected, we obtain a numerical dependence
of the potential interaction energy U(a, ) The calculations were performed
for various A = 0.01...100.0. Moreover, for each value of A the dependence
is Uy(a) = U(a, \) was calculated for the values of a from a = +0.0 to the
value of a(A) for which the values of U, (a(\)) and U, (2a(\)) coincide with
up to the 5th digit.

Since the dynamics of the breather in the model of spontaneous symmetry
breaking [8], [9] is described by quantum nonrelativistic equations, we model
the dynamics of the pulsation of stationary states of the breather by the
Schrodinger equation.

4. Dynamics model

For the quantum-mechanical stationary wave function of the breather v, (a),
the Schrodinger equation in the standard form is written:

— = U(p,a) |1y (a) = By (a), (8)

where m,, is the effective mass of the breather, which is equal in this case
to the sum of the masses of the free kink and anti-kink, and U(y, a) is the
potential part of the total energy of the breather, depending on a, F is the
energy of the corresponding stationary state. The movement of the breather
along the generalized coordinate a physically corresponds to a change in the
distance between the kink and the anti-kink, while the center of the breather is
fixed along the coordinate x, only the effective width of the breather changes
(the breather “breathes”).
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4.1. Numerical implementation
The dynamics of the breather is described by the Schrodinger equation:

-T2 L Uw)ele) = Bola). (9

We will seek a numerical solution of the equation (9) by using the Ritz—
Galerkin method. Namely, under the assumption that the Schrédinger
operator H is strictly positive, we can construct the Ritz functional and
the energy space in which it reaches its minimum. The local minima of
the Ritz functional uniquely correspond to the eigenvectors of the operator

H. The finite-dimensional approximation of the functional over some com-
plete system of coordinate functions ¢, () minimizes the function of several
variables. The minimum of this function corresponds to the solution of the
system of linear algebraic equations with the Ritz matrix (H O gol>. Te ap-
plication of the Galerkin method to this problem leads to the eigenvalue and
eigenvector problem, as does the Ritz method.

You can use an arbitrary orthonormal basis in the space L, of quadratically
integrable functions on the axis as a complete system of coordinate functions.
Moreover, convergence may turn out to be slow, which will lead to the need
to solve systems of linear algebraic equations of large dimension. In order to
build a well-conditioned Ritz matrix, one should choose a strongly minimal
or almost orthogonal complete system of functions with respect to H. By the
way, one should note that the potential energy in the equation (9) is a grid
function, which complicates the analytical study of the known bases in L,.

At the same time, the quantum operator of a nonlinear oscillator from [17]
has a complete system of eigenvectors. The eigenfunctions of a nonlinear
oscillator form a numerically strongly minimal system of functions for the
operator H. These functions, however, are not orthonormal in the space
L,. This fact complicates the finite-dimensional approximating problem and,
more precisely, leads to the generalized eigenvalue problem and eigenvectors
Ac = EBc¢.

Then, in the general case, the solution will look like this:

o0

©; (z) = Z Ci kPk (z),

k=1

where ¢, (z) are basic functions. Therefore, in order to find the solution (9),
it is necessary to specify some kind of functions ¢, (x) and find the values of
the coefficients c; , and E. From the obtained the numerical values of V' (z) it
is clear that the form of the potential is similar to the potential of a nonlinear
oscillator, so we take the eigenfunctions ¢, (x) for it.

Consider the case k = 0,1,2. Choose A = 1. In this case, n = 3, but for
a smaller calculation error, you can choose a value of n more than 3. Let
n = 10. For A > 0 the condition must be satisfied: % > n. It follows from

this inequality that in our case 3, > 5. Consider 3, = 6. Subsequent 3, are
calculated using the formula 8, = 8,_; — A. Therefore, 5, =5, 3, = 4. Also,
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to find the form of the functions ¢, (x) we need the values r; = 2[3—)\ In our

case, ro = 3, r; = g, Ty = 2.
We look for the form of the functions ¢, (x) using formulas:

1
po (x) = m,
@1 () = AT (By) wo (B1)
@9 (T) = AT (Bo) A* (B1) o (Ba) -

(10)

where

1 d B.x
At = — (- 1—|—)\x2——|—+>.
( dr = /14 \z2

+After substitution of the +values A, 5;, r; and simplification of the results,
the functions . (x), k = 0,1,2 will take the form:

( 1
Yo (x) = (1 —f—.’L‘Q)S’
11x
$ o1 (x) = VRS (11)
~9(1022 —1)
\SOZ (fl:) - 2(1+$2>3 :

The Ritz system takes form:

2

2
ch<A90k790j) = Ezck“plm@j)a ] = 0727 (12)

k=0 k=0
where the operator A = — dv[2]x 4+ V().
Having written the scalar products (A, ;) and (¢y, ¢;), we get:

iy d2 2 2 w°
- / e (Z P <x>> o (2)+ e / V(@)ex (@) 9, () dz —
o k=0 0

T

The same equation can be written in the matrix form:
(DT + BT — EAT)é =0, (13)

where
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iy = (25 o)) == [ 25y

¢ = (cosc,00)"

There are four unknowns in the resulting system of equations: FE and
coordinates ¢ = (¢, ¢y, ¢5)T. In order for the system to be compatible, it is
necessary that |DT 4+ BT — EAT| = 0.

The expanded form:

doo + boo — Eagy  dyg+b1g — Eayy  dyg + byg — Eayg
doy +boy — Fagy, dyy +byy — Eayy dyy + by — Fagy | = 0. (14)
dog + oy — Fagy  dyg +b1g — Eayy  dog + byy — Fagy

We introduce the following replacements:

ty =dgg +0bog, to=dyg +byy, t3=dyy+ by,
ty =dggy +boa, t5=dyg+0byy, tg=dy + by, (15)
by = dyg + gy, tg=dy +boy, tg=diy+ b

We get the equation:

(t; — Fagg)(ty — Eayy)(t3 — Eagy) + (ty — Eagy)(ts — Eayg)(ts — Eagy) +
+ (t7 — Fagg)(ts — Eagy ) (tg — Eayy) — (t; — Eagg)(ty — Eayy)(ty — Fagy) —
—(t1_ano)(tz_Ea12)<t6_Ea21>_(t3—Ea22)(t5—Eam)(ts_Eam) = 0.

Opening the brackets, we obtain the equation of the third degree with respect
to E.
The resulting numerical values are:

E = (0.6362135, —10.452091, 24.544966). (16)

5. Conclusion

Thus, we see that the kink plus anti-kink system can form bound states,
that is, breathers which make up some groups corresponding to different
minima of the interaction energy of the kink and anti-kink. These groups of
breathers should noticeably differ in spatial dimensions. It is very likely that
the energy spectra of breathers from various groups can overlap. This, in
turn, allows us to pose the problem of tunneling breathers from one minimum
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to another, the lifetimes in each of these minima, the behavior in external
fields, inverse populations, and other physical features of another, as well as
the problem of the lifetimes in each of these minima and of the behavior in
external fields, inverse populations, and some other physical features of the
system under consideration.

We also note that under certain conditions, the interaction of kinks and
breathers with each other, as well as with external fields (note, not only
electromagnetic, but also, for example, acoustic), should lead to the birth-
destruction of particles, which, in principle, we can describe within the
framework of the proposed model by secondary quantization of the considered
system and calculating the matrix elements of the corresponding scattering
matrix.

Thus, in some sense, we are closing the circle, moving from a general
quantum-field approach to a classical field, then to a quantum-mechanical
model, and again to a quantum-field consideration through second quantiza-
tion.

It seems that the proposed approach will allow us to continue to make
the necessary quantitative estimates even before the numerical simulation
of the problem. We also find it interesting to further consider the dynamics
of spinons on graphene (fullerene, nanotube) non-planar surfaces of various
topologies.
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YucieHHOE MOJIeJIMPOBAaHNE CTAIIMOHAPHBIX
TMICEBIOCIIMHOBBIX BOJIH HA MOHOATOMHBIX ILJIEHKAaX
rpadpeHna

JIe Aup Hpar', K. II. JloBeukuii', JI. A. CeBacTbsinoB!?,

. C. Kyna6os!3

! Kagpedpa npukiadnots ungopmamuru v meopuu éeposmmocmed
Poccutickut ynusepcumem dpyocoHo, Hapodos
ya. Murayzo-Maxaas, 0. 6, Mockea, 117198, Poccus
2 Jlabopamopus meopemuseckoti dusuru
063edunénnpl uncmumym AJEPHbIE UCCAI08GHUT
ya. 2Koauo-Kropu, 0. 6, 2. Tyorna, Mockosckan obaacms, 141980, Poccus
3 JlaBopamopus unPoOpMAUUOHHOLL MeETHOA02UT
063edUHEHHBIT UHCTMUMYM, A0EPHVIT UCCAEI08AHUT]
ya. 2Koavo-Kropu, 0. 6, 2. lybrna, Mockxosckas obaacms, 141980, Poccus

B skcnepumMenTax Ha OMHOCTONHBIX IPAMEHOBBIX IJIEHKAX HADJIONAETCS SBJICHUE
deppomaraeru3ma. [Ipu 3ToM HaHHBIM (DEHOMEH HE MOXKET MOPOXKIATHCST HU OTHOM
73 TPEX PACHPOCTPAHEHHBIX IPUYWH: HAJUYIUEM MpuMeceil B rpadeHe, HATUINEM Jie-
dekTOoB B rpadene, BIUSHUEM IPAHUIL OJIHOCJONHON rpadeHoBoit IéHKH. ABTOPBI
IIpeamnoJjaralT, 9TO UCTOYHUKOM d)eppOMaFHeTI/I3Ma MOZKET CJAY2KHUTH CIIOHTaAHHOE
HapyllleHre CIIMHOBOI cuMMeTpun B rpadeHoBoit mwieake. Kiraccuaeckne moJieBbie MO-
JIeJTU, OIMCHIBAIOIINE CIIOHTAHHOE HAPYIIEHNE CUMMETPHH, ABJIAIOTCS HEJTMHEHHBIMIY.
Cpenu HeJTMHEITHBIX MOJIeJIei OJTHOM U3 MPOCTENRINNX sIBJSIETCs IITUPOKO U3BECTHAS
Ap? Mozess. Tpesmonaraercs, 9To B pPaMKaX JAHHON MOJIEIN MOXKHO OIHCATH 6O0/Ib-
MIMHCTBO UHTEPECYIONMNX HAC XapPaKTEPUCTUK CIIMHOBLIX BOJIH, a TaKXKe (beHOMeH
deppomaraerusmMa B rpadeHe. Jra MOIENb JOIMYCKAET HAJUIne KWHKOBBIX U HTHKIH-
KOBBIX TOYHBLIX PELIEHUI, a TaK¥Ke CYIIeCTBOBaHNe KBa3NIACTHUILI Opusep. ABropamu
YUCJIEHHO ITPOMOJIEJIMPOBAHO KBA3UIACTUIHOE perterue 6pusep. st aroro uncieHso
IOJIydeHa dHEePrud BSaPIMO,ZLteICTBI/IH peH_IeHI/IIU/I TUIla KUHK-aHTUKWHK. 9Ta QHEPIrud ncC-
MTOJIb3YETCs M1 9UCJIEHHOTO pernenus ypapuenns [IIpénuarepa jis CIMHOBBIX BOJIH
co cTpykTypoit 6pusepoB. Meromom Puriia pemtenusi ypapuerust [Ipémuarepa npu-
BOOSATCA K 00OOIIEHHOI 3aade HA COOCTBEHHBIE 3HAYUEHNUsT U COOCTBEHHBIE BEKTOPHI.
DTa 3a7a49a UCCIeyeTcs B JAHHON CTaTbe.

KiroueBbie cioBa: rpadeH, COJMTOHBI, KUHKH, OpPU3epbl, HEJWHEHHbIE MOIE/IN
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We have developed an efficient computational scheme for integration of the classical
Hamilton equations describing the ion dynamics confined in the radio-frequency
field of the Paul trap. It has permitted a quantitative treatment of cold atom-ion
resonant collisions in hybrid atom-ion traps with taking into account unremovable
ion micromotion caused by the radio-frequency fields (V.S. Melezhik et. al., Phys.
Rev. A100, 063406 (2019)).

The important element of the hybrid atom-ion systems is the electromagnetic Paul
trap confining the charged ion. The oscillating motion of the confined ion is defined
by two frequencies of the Paul trap. It is the frequency of the order of 100 kHz due
to the constant electric field and the radio-frequency of about 1-2 MHz defined by
the alternating electromagnetic field of the ion trap. The necessity to accurately
treat the ion motion in the combined field with two time scales defined by these two
very different frequencies has demanded to develop the stable computational scheme
for integration of the classical Hamilton equations for the ion motion. Moreover, the
scheme must be stable on rather long time-interval of the ion collision with the cold
atom ~ 10 x 27 /w, defined by the atomic trap frequency w, ~ 10kHz and in the
moment of the atom-ion collision when the Hamilton equations are strongly coupled.
The developed numerical method takes into account all these features of the problem
and makes it possible to integrate the system of coupled quantum-semiclassical
equations with the necessary accuracy and quantitatively describes the processes of
atomic-ion collisions in hybrid traps, including resonance effects.

Key words and phrases: cold atoms and ions, Paul trap, radio-frequency field,
classical Hamilton equations, computational scheme

1. Introduction

In the last decade, there has been great interest in ultracold hybrid atomic-
ion systems, which is due to the new opportunities that arise here for quantum

© Melezhik V.S., 2019
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simulation of various processes and effects from solid state physics to high-
energy physics: electron-phonon coupling in solid state physics, critical
phenomena in high-energy physics, quantum information processing etc. [1].
However, a realization of the hot proposals with cold atom and ions is impeded
by the unremovable ion micromotion caused by the radio-frequency fields of
the Paul traps used for confining ions in the hybrid confined atom-ion sys-
tems [1]. In the recent work [2| a quantum-semiclassical computational scheme
for treating the collisional atom-ion dynamics in the confined geometry of the
hybrid atom-ion traps was suggested where the ion micromotion caused by
the radio-frequency fields of the ion trap was taken into account. In this work
the following problem was considered: an ion confined in a time-dependent
radio-frequency Paul trap with linear geometry, while the atom is constrained
to move into a quasi-one-dimensional waveguide within the ion trap. In this
approach the atom-ion dynamics was treated semiclassically, namely the atom
dynamics is governed by the time-dependent Schrédinger equation, whereas
the ion motion is described by the classical Hamilton equations of motion.
Both equations were integrated simultaneously.

The quantum-semiclassical computational method [3]-[6] specifically de-
signed for particle collisions such as the problem of ionisation of the helium
ion colliding with protons [5] and antiprotons [6] has been employed and
extended to the time-dependent domain, as the radio-frequency ionic confine-
ment by the Paul trap requires. It has demanded to develop a new stable
computational scheme for integration the classical Hamilton equations for
the ion motion. Here, we describe the scheme and demonstrate its efficiency
by using as an example of the specific Li/Yb™ atom-ion pair, since it is the
most promising atomic pair to reach the s-wave regime in Paul traps and it is
currently under intense experimental investigations [7]-[9].

2. Method

A schematic view of the system under investigation is given in Figure 1.
The ion is assumed to be confined in a linear Paul trap, whose electric fields
read as [10]:

m.
s — Te]w? (xivyiu _22:1)7 (1)
m,;Q%q
f — 21’—61’“f COS(Qrft> (xi7 —Yi> 0) .

Here, m, is the ion mass, €); is the radio-frequency (rf), w; = Q1/a/2 is the
secular frequency, ¢ and a are dimensionless geometric parameters (i.e. ¢, = 0,
qQy=-9; =¢ —a,/2=a, =a,=a,and a K q*> < 1). We assume that the
axis of the waveguide in which is travelling the colliding atom is precisely the
z-axis of the Paul trap (see Figure 1). The corresponding ion-trap interaction
potential is given by

) — 177 2 7 1 1° Q Ji T ) 9
U(rza t) 2 (zz 2 ) + 2 qCOS< lft> ( 2 2 ) ( )
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Figure 1. Pictorial illustration of the atom-ion system confined in hybrid trap. The light-
and dark-grey electrodes (the big bars in the figure) of the Paul trap generate
the time-dependent electric fields needed to confine the ion transversally, whereas
longitudinally a static voltage is applied to ensure confinement (not shown). The atom is
injected from the right to the left into a waveguide, whose centre hosts the ion.
The waveguide is orientated along the longitudinal axis, z, of the linear Paul trap.
In the transverse directions, x, y, the confining potential both for the atom and the ion is
strong

Hence, the classical Hamiltonian describing an ion in a Paul trap is given by
2

2m

Hitrap(pi?ri,t) = + U<ri7t>‘ (3)

7

When the atom is confined in the optical waveguide within the Paul trap,
the ion experiences its presence via the atom-ion interaction V,(|r, —r,(t)|),
where r, defines the atom coordinates. The full classical ion Hamiltonian is
therefore given by

Hi(pia ri7t; ra) = H;rap<pi7ria t) + <Vai(|ra - rz<t>|>>7 (4)

where

(Vai(lrg =i (0)])) = (W(rg, t;1,)[Voi(Irg — (D)W (r,, ,))  (5)

is the quantum mechanical average of the atom-ion interaction over the
atomic density instantaneous distribution. We see that the ion Hamiltonian
has parametric dependence on the atom position r,. It leads at the moment of
the atom-ion collision to the strong non-separability of the Hamilton equations

d 0
Epi - _EHi(pivri?ta I‘a),
J 9 (6)
r, = ~—H,;(p;,r;,t;r,)

dt ' dp,
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describing the ion dynamics and, as a consequence, to the requirement of
sufficient stability of the computational scheme to this strong perturbation.

The set of classical equations (6) together with the Schrédinger equation
for the atomic wave function ¥(r,,t,r,) form the complete set of dynamical
equations for describing the confined atom-ion collision in hybrid traps [2].
In order to integrate simultaneously the equations we need proper initial
conditions with physical significance. At the beginning of the collisional
process, the atom and the ion are assumed to be far away from each other
such that they do not interact (V,; = 0). In particular, the atom is initially in
the ground state of the atomic trap with the longitudinal colliding energy, that
is, B < 2fiwg, whereas the ion performs fast (with respect to atom motion)
oscillations in the Paul trap with mean transversal £, and longitudinal EH

energies. Since the atom approaches the region of interaction with the ion
very slowly (E,;/h < wy < w;, ), the initial position of the ion does not

influence the scattering process itself, which depends only on E, and EH'
Specifically, the classical solution of the ion equations of motion (Mathieu
equation) in the Paul trap (without the atom) are well approximated by
A cos(w;t + ¢;)[1 4 q; cos(Qut) /2], ¥V j = x,y, z [11].

The associated kinetic energy depends on the amplitude A, but not on the
phase ¢;. Therefore, we choose, without loss of generality, the ion position

at the initial time ¢ = 0 in the trap centre with transversal energy, E |, and
longitudinal energy, Ej. This can be summarised with the following set of

initial conditions:
rz(t = 0) = (07070>7
pi,x(t =0)=+2m;E,,

Piy(t =0) =0, )

pi(t=0) =/2m;E.

These initial conditions set the mean values of the ion transversal and longitu-
dinal energies as £, = 1.64E | (calculated numerically for our trap parameters
Q¢ = 2 x 2MHz, w; = 27 X 63kHz, a = 0.002 and ¢ = 0.08) and E} = E; /2,
which is in qualitative agreement with the estimate

0\
1+ (= ~1.3E
+(2%)] 3, )

from the first-order solution of the Mathieu equation [11], [12].

For the integration of the Hamilton equations of motion, which involve
three considerably different scales of frequencies, namely €2, w; as well as wy
in the quantum mechanical average (¥(r,,t;r;)|V,,;(|t, —r;(0)])|V(r,, t;1;)),
we employed the second-order Stérmer— Verlet method [13].

_ E
Bi=

Simultaneously to the forward in time propagation t, — ¢, ; =t, + At of
the atom wave-packet W,(r,,t,) — W;(r,,t, ;) we integrate the Hamilton
equations (6) with the initial conditions (7), which describe the dynamics of
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the ion in the Paul trap. To this end, we have adapted the Stérmer—Verlet
method [13] to our problem

i P T o

n n At 6 n n 6 n n
el B g2 ) g ol +1>)}, (9)
(n+1) _ _(nt1/2) At 0 17 (o) D)
b; =DP; 9 or (P Iy ).

(n+1/2) _ _(n) ﬁiH (p" Y2 )y,

K3

. . At n
pg ) =P, (tn) ) PE +/2) =DP; (t” + 7) ’ pf(i ) =Py (tn + At) )

(n)

and the same definition for r,

3. Numerical Example

The computational scheme (9) was successfully applied for numerical inte-
gration of the system of differential equations (6) with the initial conditions (7)
for the Li/Yb™ atom-ion systems confined in the hybrid traps with three abso-
lutely different time-scales t,; = 27/Q; < t;, = 27 /w; <K ty = 27 /w, defined
by the frequencies of Paul trap (2,; = 27 x 2 MHz and w; = 27 x 63 kHz) and
atomic waveguide (w, = 2w x 10kHz). These three time-scales define the de-
mand to the computational scheme. The scheme must be stable in rather
long time-interval (time of atom-ion collision) ~ 10¢, = 10 x 27 /w, and, from
the other side, it must accurately treats the fast oscillations defined by the
frequency (2 of the rf-field.

In Figure 2 we present the calculated trajectory of the ion in the Paul trap
(X, variable) when there is no interaction with the atom: V;, = 0. Here, the
convergence over the step of integration on time At — 0 is demonstrated as
well as the stability of the computational scheme over the entire integration
interval 0 < ¢t < 10¢,. The efficiency of the computational scheme was
confirmed by the calculation of the scattering parameters in the atom-ion
resonant collisions confined in hybrid traps [2] and can be applied for other
resonant low-dimensional atomic and atom-ion systems.
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Figure 2. The calculated evolution in time of the ion trajectory (X, (t)-variable), being
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frequency ty, = 27 /w, of the atomic waveguide-like trap (wg, = 27 x 10kHz)
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DddeKTuBHAA BBIYUCIUTEJIbHAsA cXeMa JJisl OIMCAHUS
ANHAMHUKUA MOHA B PAANOYACTOTHOM II0OJI€ JIOBYHIKU
Iaymns

B. C. Menexuk!?

L O6sedunénnpiti uncmumym sadeprox uccaedosanud
ya. Koavwo Kropu, 0. 6, 2. dyora, Mockosckasn obaacmo, 141980, Poccus
2 Iocydapemesennmdi yrusepcumem «/Jy6ray
ya. Ynueepcumemckas, 0. 19, e. Jybna, Mockosckasn obaacmo, 141980, Poccus

B crarne pazpaborana addekTuBHAST BEITUCTUTEIbHAI CXEMA JIJI MHTETPUPOBAHUS
KJIACCUYECKNX ypaBHEHUH ['aMuIbTOHA, ONUCHIBAIONINX JUHAMUKY MOHOB ILJIEHEHHBIX
pajimoYacToTHBIM 1ojiemM JioBymiku [aysisi. OHa 1mo3BosHIa ITPOBECTU KOJTUYECTBEHHBIE
PacUEThl PE30HAHCHBIX ATOMHO-UOHHBIX CTOJKHOBEHUN B THOPUIHBIX ATOMHO-UOHHBIX
JIOBYIIKAX C yIETOM HEYCTPAHUMOTO MUKPOIBIMKEHUS MOHOB, BHI3BAHHOI'O PAIN0YaA~
crorabivMu nostsvu (V.S. Melezhik et. al., Phys. Rev. A100, 063406 (2019)).

BazkHbIM 371eMEeHTOM THOPUIHBIX ATOMHO-UOHHBIX CUCTEM SIBJISIETCS JIEKTPOMATHUT-
nag joBytka llayms, yaepkuBaromas 3apskennbiit non. Koyebareapnoe mBuxkenue
TJIEHEHHOTO MOHA OTIPEIEISIETCST IByMsT IacToTaMu JIOBYIKY 1laymsa. 91o gactora mo-
panka 100 xkI'1 n3-3a MOCTOSHHOTO JIEKTPUYECKOTO TOJIsA U paanodacTorsl 1-2 MI'n
OIpE/IeIsIeTCA IePEMEHHBIM JIEKTPOMATrHUTHBIM [TOJIEM MOHHOM JioByIiiku. Heobxo-
JUMOCTHb TOYHOTO ONUCAHUS ABUKEHUS MOHOB B KOMOMHMPOBAHHOM IIOJIE C JIBYMS
BPEMEHHBIMU IITKAJAMU, 33/[ABAEMbIMU JIBYyMs CHJIBHO PA3IUYAIONIUMUCH IACTOTAMMI,
moTpeboBasia pa3pabOTKN yCTOWYUBOW BBIYUCIUTETHLHON CXEMBI /I MHTEIPUPOBAHUS
kaaccuaeckux ypasrennit (lamuibrona) asmzkenust nonoB. Kpome Toro, Tpebyercs
YCTOHYMUBOCTDH CXEMbI Ha JIOCTATOYHO OOJILIIIOM MHTEPBAJIE BPEMEHU CTOJKHOBEHUS
HOHA C XOJIOJHBIM aToMoM ~ 10 X 27 /w,, OlpejesieMOM YacTOTON ATOMHOM JIOBYIII-
Ku w, ~ 10 k['1, ¥ B caM MOMEHT CTOJIKHOBEHUSI ATOM& C MOHOM IIPH CHJILHOM CBS3M
ypasuenuit ['amuibrona. PazpaboTraHublil YuC/I€HHBIN METO YINTHIBAET BCE OTMe-
YeHHBIE OCOOCHHOCTH 33/Ia9U U ITO3BOJIAET ¢ HEOOXOIMMON TOYHOCTHIO HHTEIPUPOBATH
CUCTEMY CBS3aHHBIX KBAHTOBO-KBA3WKJIACCUYECKUX YPABHEHUN U KOJIMIECTBEHHO OITU-
CHIBATDL IIPOIECCHI ATOMHO-UOHHBIX CTOJIKHOBEHUI B TMOPUIHDLIX JIOBYIIIKAX, BKJIIOYAs
pe3onancubie 3pDHEKTHI.

KnaroueBbie cioBa: XOJIOAHbIE aTOMbI M1 MOHBI, JIOBYIIKAQ HaYJIH, PaanoO9aCcTOTHOE
IoJie, KJIaCCUIECKUE YPpaBHEHU A FaMI/IJIbTOHa7 BbIYHCJINTEJ/IbHad CXeMa





