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Abstract. There are two main approaches to the numerical solution of the eikonal equation: reducing it to
a system of ODES (method of characteristics) and constructing specialized methods for the numerical solution of
this equation in the form of a partial differential equation. The latter approach includes the FSM (Fast sweeping
method) method. It is reasonable to assume that a specialized method should have greater versatility. The
purpose of this work is to evaluate the applicability of the FSM method for constructing beams and fronts. The
implementation of the FSM method in the Eikonal library of the Julia programming language was used. The
method was used for numerical simulation of spherical lenses by Maxwell, Luneburg and Eaton. These lenses
were chosen because their optical properties have been well studied. A special case of flat lenses was chosen
as the easiest to visualize and interpret the results. The results of the calculations are presented in the form
of images of fronts and rays for each of the lenses. From the analysis of the obtained images, it is concluded
that the FSM method is well suited for constructing electromagnetic wave fronts. An attempt to visualize ray
trajectories based on the results of his work encounters a number of difficulties and in some cases gives an
incorrect visual picture.
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1. Introduction

In this article, we use the FSM (Fast Sweeping Method) method to solve the Eikonal equation using
the example of three classical lenses: Luneburg, Maxwell and Eaton. These examples illustrate the
limitations of the FSM method—it does a good job of calculating wave fronts, but is poorly applicable
for calculating the trajectory of rays.

To model lenses, we use the Julia language and the Eikonal library, which implements the FSM
method. The simulation results are visualized using the Mackie.jl library. Schematic illustrations are
created using a separate vector graphics language, Asymptote.

1.1. Structure of the article

The paper consists of an introduction, a theoretical part, a description of the FSM (Fast sweeping
method) [1-5], a description of implementation this method, a visualisation and discussion of the
results.

In the theoretical part, the eikonal equation in Cartesian coordinate system is given, and the
spherical lenses used for numerical experiments are schematically described.

In the next part, the numerical scheme of the FSM method with detailed formulas for the two-
dimensional case is described, and its advantages and disadvantages compared to the feature method
are briefly analyzed. Below is a brief description of the Eikonal library [6] for the Julia language [7]
and a description of the program we have written that implements a numerical experiment.

In the final part, images of fronts and rays are presented, the results are analysed and conclusions
are made about the advantages and disadvantages of the FSM method concerning the visualisation of
the calculations.
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1.2. Designations and agreements

For the purposes of this paper, we have followed standard notation, centred on the classic
monograph [8]. All vector quantities are in bold, e.g., the position of a point X is denoted as
x = (x1,x%,x*)T = (x,y, z)T. All vectors are considered columns and their components are numbered
with upper indices. The eikonal function is denoted as u(x), the refractive index is denoted as n(x).

2. Eikonal equation

Previously, the authors in the paper [9] gave a detailed derivation of the eikonal equation for curvilinear
coordinates, and in the paper [5] the characteristics method was considered. In this paper, however,
we use the FSM method, which uses a rectangular grid, so the eikonal equation must be written in
Cartesian coordinates.

We will consider the two-dimensional case of the eikonal equation in Cartesian coordinates with

a boundary condition:
ou\* [ou\* _
(ﬁ) " (@) =ni(x.y), o
u(x,y)=0, (x,y)el CR%.

By specifying the points of the set I', the position of the radiation source and the boundary of the
medium are specified. Written in this form, the eikonal equation is a nonlinear boundary value
problem for the hyperbolic partial derivative equation.

Two approaches to the numerical solution of the eikonal equation can be distinguished:

- transformation to a system of ordinary differential equations (a system of Hamilton equations)
by the method of characteristics [10, 11], and then applying one of numerous methods for the
numerical solution of such equations;

- approach to the problem as a stationary boundary value problem: development of an efficient
numerical algorithm for solving the system of nonlinear equations obtained by discretization
(this type of methods includes, for example, the fast marching method).

In this paper, we focus on a method called FSM (Fast Sweeping Method). The authors do not know
the standard translation of the name of this method, so the abbreviation FSM is used throughout the
text.

The method was proposed in 2000 [1]. The basic idea of the method is to use Godunov’s counter-flow
difference scheme and Gauss-Zeidel iterative scheme with variable order of passing the mesh nodes.
A detailed description of the numerical scheme is given in the Section 4.

FSM is simple to implement and requires a finite number of iterations. The complexity of the
algorithm is O(N) for N grid points. The number of iterations is independent of the number of grid
nodes (of the grid size). The FSM method can be extended to the general case of the Hamilton-Jacobi
equation.

3. Luneburg, Maxwell and Eaton lenses
3.1. General description of the lenses

Consider a lens, which is a sphere with centre at point X, and radius vector X,. The source of
electromagnetic waves is placed at a point with radius vector x,.

It should be emphasised immediately that the method used for the numerical solution of the
eikonal equation entails a different mathematical description of the electromagnetic wave.

- When using the method of characteristics, it is natural to interpret the radiation in the form
of rays. Each ray in this case is a solution of the ODE system for given initial values of the
generalised coordinates x and impulses p. The initial values of the coordinates x,, specify the
position of the source, i.e., the beginning of the ray, and the initial values of the impulses p,
specify the direction of the ray.

- The FSM method uses the wave interpretation of optics and assumes that the eikonal function
u(x) is initially defined at each point in space, or more precisely at each grid point (see section 4).



50 DCM&ACS. 2024, 32 (1) 48-60

The location of the source is given by the boundary condition u(x,) = 0 of the system (1), where
X, is the radius vector of the points belonging to the source.

Figures 1 and 2 show lenses that receive electromagnetic radiation from a point source (figure 1)
and a flat extended source (figure 2). The radiation in the figures is represented as rays, but in the
FSM method there is no way to explicitly specify the direction and source of the rays, as it is assumed
that the radiation is already present at every point in the region under consideration. This causes
certain difficulties when it is necessary to visualise exactly the ray optical pattern.

ny = const, =0

ng = const

g‘b-ﬂ

X() 777777

Figure 1. Lens with a point source Figure 2. Lens with a flat light source

The refractive index outside the lens is constant and equal to n,, while inside the lens it is a function
of the distance from the centre of the lens to the current point n(r), where r = |x — X;||. To simplify
the calculations, the centre of the lens should be placed at the origin. This especially simplifies the
solution of the problem in cylindrical and spherical coordinates.

It may be convenient to define the location of a point source relative to the lens. Then its coordinates
are determined by the lens radius R, the distance from the lens to the source d, and the angle 8, which
is set off in a counterclockwise direction in the right-hand coordinate system, as shown in the figure 3.
Then the radius of the source vector is given by the parametric equation of a circle with radius R + d

Xy = X, + (d + R)(cos 8,sin 8)T.

In particular, if the source lies on the lens as shown in the figure 4, its coordinates are given by the
radius vector
Xy = X, + R(cos 8, sin 6)7.
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Figure 3. The location of the point source is given Figure 4. The point source is placed on the lens
relative to the lens

The numerical scheme of the FSM method does not require to know the derivatives of the refractive
index function n(x), which can be considered as an advantage of this method over the characteristic
method.
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3.2. Luneburglens

A Luneburg lens [8, 12] is a spherical lens of radius R centred at the point (X, Yy, Z,) with a refractive
index of the following form

2
=12~ (5)> r<k @
ng, r>R,

where in Cartesian coordinates r(x, y, z) = y/(x — Xp)? + (y — Yp)? + (z — Z,)? is the distance from the
centre of the lens to an arbitrary point (x,y, z). It follows from the formula that the coefficient n

varies continuously from ny\/2 to ny starting from the centre of the lens and ending at its boundary.
For calculations it is more convenient to rewrite the expression for r in index form:

3
et 32,6 = G = X0 + (32— XRP + (3 = X3P = | (= X2
i=1

3.3. Maxwell lens

Maxwell’s lens [8, 13] is also a spherical lens of radius R centred at the point X, with a refractive index
of the following kind:

%, r < R’
n)=11+(%) 3)

ng, r>R.

Figure 5 plots the change in refractive index for Maxwell and Luneburg lenses as a function of the
radius of the point vector.

n(r
(r) Luneburg
/ =3

Maxwell

R

Figure 5. Refractive index of the Luneburg lens and the Maxwell lens

3.4. Eatonlens

In the flat case, Eaton’s lens [14] is a disc formed by two circles with radii R and 2R, which is shown
in the diagram of the lens in the figure 6

n(r) = Roy [ ? —1, re[R,2R], @

ng, r¢& [R,2R].

3.5. Source location

The optical properties of lenses are clearly shown by placing the radiation source at a specific point.

- For a Luneburg lens, the point source is usually placed on the surface of the lens so that the
outgoing rays passing through the lens are parallel to each other, as shown in the figure 7.
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Figure 6. The scheme of the Eaton lens

- For Maxwell lenses, a point source is also placed on the surface of the lens. In this case, the
outgoing rays are focused and converge at a point diametrical to the source, as shown in the
figure 8.

- For the Eaton lens, the source is placed inside a sphere (circle) of small diameter R. In this case,
all radiation does not extend beyond the lens and the rays are focused at a point symmetrical
about the centre of the lens, as shown in the figure 9.

Figure 7. Luneburg lens Figure 8. Maxwell lens Figure 9. Eaton lens

The ray paths in figures 7, 8, and 9 are calculated using the characteristic [5] method.

If we consider the above source configuration, some regions of space will be completely free of rays.
For an Eaton lens, all rays will be enclosed inside the large circle of the lens. For the Luneburg and
Maxwell lenses, the areas where rays can pass through are shown by the hatching in the figures 10
and 11. No ray can penetrate the white colour regions.

The figures 10 and 11 are only schemes that conventionally show the areas where rays are present
and absent. However, the ray paths are not shown inside the lens.

Figure 10. Luneburg lens Figure 11. Maxwell lens
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4. Fast sweeping method
4.1. FSM for two-dimensional eikonal equation

Let us proceed to the description of the numerical scheme. Let us divide the whole integration region
into discrete nodes using the rectangular grid shown in the figure 12, where

- along the axis Ox we have I partition points x; < X, < x3 < ... < X7_; < X,

- along the Oy-axis, we have J partition points y; <y, < y3 < ... < yy_1 < 7.

The grid will consist of I X Jnodes with coordinates (x;, ), wherei=1,...,L,and j = 1,...,J.

Assume that the partitioning is chosen such that the grid spacing & is the same for both axes. The
grid function u;; approximates the function u(x, y) at the grid nodes, i.e., u;; = u(x;, y;) and only at
the point (x,,y,) does exact equality hold (figure 13).

A

Yy

L] L] L] L]

y L] L] L] L]

J L] L] L] L]

L] L] L] L]
U

O I —
Ty Ty Xy
Figure 12. Different grid points of partitioning Figure 13. Numerical scheme template. u;; are the grid
of the integration domain functions

All grid points can be divided into three groups, which are highlighted in the figure 12 with different
colours:

1. The internal grid points with indicesi = 2,...,I —1and j = 2,...,J — 1 are shown in black in the
diagram 12.
2. Points of the four grid boundaries with the indices
- leftboundary:i=1, j=2,...,0-1,
- rightboundary:i=1, j=2,...,J -1,
- lower boundaryi=2,...,I-1, j=1,
- upper boundaryi=2,...,I-1, j=J,
are shown in blue in the diagram 12.
3. Corner points with the following fixed indices:
- lower left corner pointi=1, j=1,
- upper left corner pointi =1, j=J,
- lower right corner pointi =1, j
- upper right corner pointi =1, j=1J,
are marked in red in the diagram 12.
Let’s move on to presenting the algorithm. The Godunov’ scheme (counter-current difference
scheme) is used as the sampling scheme for the interior points of the domain. Let us introduce the
following notations:

Uxmin = min(ui—l,j’ui+1,j): Uymin = min(ui,j—lvui,j+1), njj = n(xi’yj)»

and also an indicator function:
x, x>0,

0, x<0.

(o = {

To initialise the calculations, first of all, it is necessary to set the values of the grid function u;; = 0
on the boundary I. These values will remain unchanged in the subsequent calculations. For all
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other points of the grid function u;}, it is necessary to assign sufficiently large positive values, which
it obviously cannot reach. During the operation of the numerical scheme these values will be
recalculated.

The computational process consists of four sweeps of the entire rectangular region. Each such
sweep is two nested loops, where the indices are run in the following order:

-i=1,..,]and j =1,...,J — direct order,
-i=1I..,1andj=1,...,J — mixed order,
-i=1I,..,1and j=1J,...,1— reverse order,
-i=1,..,Jandj=1J,...,1 — mixed order.

At each step, we should solve a nonlinear equation whose coefficients for each group of points will
change slightly.

GrouplI Pointsi=2,...,]—land j=2,...,J—1
[(uij - uxmin)+]2 + [(uij - uymin)+]2 = nizjh2

Group ITI The following points belong to this group:
- leftboundary:i=1, j=2,...,.J-1:

[(uyj — uzj)+]2 + [(uyj = uypin) T = ”’%jhzs
- rightboundary:i=1I, j=2,....0 —1:
[(urj— uI—l,j)+]2 + [(ugj — uymin)+]2 = ”%jhz,
- lower boundaryi=2,...,I1-1, j=1:
(Wit = thomin) VP + [y — up) 1 = ny w2,
- upper boundaryi=2,...,I—-1, j=1J:
[(iy = Uemin) 1 + [(uiy — w3511 = njyh®.

Group III The following points belong to this group:
- leftlower corner pointi=1, j=1:

[y — up)* P + [(ugy — upn)* 1 = njy 12,
- upper left corner pointi =1, j=J:
[(ry = wa)* PP + [(wrg — uy y—)* 1P = ni; k2,
- lower right corner pointi =1, j=1:
[(un = w1, 0P + [(un — up)*P? = nj, 12,
- upper right corner pointi =1, j=J:
[Qury = upa )P + [y — ug )P = nj;h%.
Each of these equations differs only in the numerical coefficients and has the following form:
[(x— a)+]2 +[(x— b)+]2 = nfjhz.
It can be reduced to a quadratic equation and the solution can be written as

min(a, b) + n;jh, la — b| > nyjh,

X=Ya+b+ /2n}h? —(a—b)?

2 s

|Cl— bl < nijh.
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4.2. FSM calculation in Julia language

For numerical modelling of lenses using the FSM method, we used the Eikonal [6] package for the
Julia [15, 16] programming language. The Eikonal package is a small library that implements the
Fast Sweeping and Fast Marching methods. The package is registered in the official Julia package
repository and can be installed using standard methods.

Both methods are implemented for arbitrary dimensionality and their source code can fit in
a single source file. For such a small package, the documentation is quite detailed and allows you to
understand the functionality of the package relatively quickly. There is also a set of tests, which can
also serve as illustrative examples.

Let’s consider the use of the Eikonal library to compute fronts in the case of Maxwell and Luneburg
planar lenses. In addition to this library, we will use our Lenses module described above, and also
SVector package.

First of all, let’s import all the necessary modules. We read the source code of the Lenses module
using include and then add it to the common namespace using using. Import modules from the
official repository using using.
include("../src/lense.jl")

# We use the FSM method implemented in the Eikonal library
using Eikonal

using StaticArrays: SVector

using .lLenses

We need a parametric equation of the circle that returns the coordinates as integers, because the
Eikonal module uses an integer grid. We define it as a one-line function. Using the syntax of a dot
with an operator or function (e.g. . +) allows you to apply the function and operator to all elements of
an array or tuple at once.

circle_xy(center, R, ¢) = round.(Int, center .+ (Rxcos(¢), Rxsin(¢)))

We define the required parameters in the form of constants. Each constant is provided with
a documentation line, so no additional comments are needed. The lens type is selected using the
select_lense function from the Lenses module, which allows you to choose which lens to calculate
for right at the beginning of the program.

const centre = (500, 500)

"Lens radius"

const R = 300

"Refractive index"

const n, = 1.0

"Position of the source relative to the lens"

const source = circle_xy(center, R, m)

"Lens type"

const LENSE = select_lense(length(ARGS)>=1 ? ARGS[1] : "")(R, ny,
-~ SVector(center..., 0.0))

"To draw rays or not"

const RAYS = true

Next, we set the grid size (I,J) for the approximating function u;, initialise the method using the
function FastSweeping and initialise the array v, which in this library denotes the values of the
refractive index n;; in the grid nodes. To calculate the values of n;; we use the function n from Lenses.

const tsize = (1000, 1000)
fsm = FastSweeping(Float64, tsize)
for x=1:tsize[l], y=1l:tsize[2]

fsm.v[x, y] = Lenses.n(SVector(x, y, 0.0), LENSE)
end
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At the next step we start the calculations. The function init! allows you to set the boundary values,
which in our case consist of a single point - the ray source. The result of calculations will be written
in the attribute fsm. t, in our notations it is the approximating grid function u;;.

println("Sweeping")
sweep! (fsm, verbose=false)

After obtaining the computational results, it remains to visualise the fronts and rays. We use the
Makie library, while the Eikonal examples use the Plots library. We create images, axes on it, lens
contour as a circle and display it on the coordinate plane. The source is visualised as a point. The
fronts are visualised trivially, using the function contour!, which displays level lines for a function
from two variables u;;. The coordinate arrays x and y may not be passed to it, as they are the same as
the indices i and j since we have defined an integer grid.

figdl = Figure(size=(500, 500))
ax01l = Axis(figol[1l, 1])

# Contour of the lens as a circle
const lense_contour = Circle(Point2(center .|> Float64), R)

# Draw the contour of the lens
lines! (ax01, lense_contour, color=:blue)

# Source as a point
scatter! (ax01, source..., color=:red)

# Wavefront as contours of a function from two variables u(x, y)
contour! (ax01, fsm.t, levels=100)

Visualising rays is not such a trivial task anymore. The author of the Eikonal library has provided
the ray function, which calculates ray points using the fastest gradient descent method. To use it,
you need to specify the end point of the ray. The ray source will be selected as the ray origin.

for 6 = pi/6:0.025:pi/3
pos = circle_xy(source, min(tsize...) - min(source...), 6)
rl = ray(fsm.t, pos)
lines! (ax01, rl, color=:green)
end
end

It should be noted that the ray function is unstable, because often its execution is accompanied by
an exit beyond the fsm. t array boundaries, even if the ray end point is specified inside the rectangular
area.

The result of the visualisation is shown in the figures 14 and 15. It should be noted here that in the
case of the Maxwell lens, the application of the ray function gives rise to the following problem.

Rays emanating from a source on the surface of the lens must focus to a point (focus) located on
the diametrically opposite side of the lens from the source and can only exit the lens after passing
that point, as shown in the figure 16. So, when modelling electromagnetic radiation in the form of
rays, only rays that have passed the lens and left the point of focus can exist outside the lens. It should
be specified that we consider a beam of rays coming out of a point source at an angle in the interval
(—7m/2,7/2).

Since the FSM method approximates the eikonal function u(x) at each grid point, electromagnetic
radiation will be present everywhere outside the lens in this modelling, as can be seen from the
image of the fronts. Therefore, if you set the ray parameter pos to a point outside the lens surface
when calling the ray function, the rays will be drawn incorrectly, as shown in the figure 18.

It is possible to obtain a conventionally correct image by specifying as the final position only those
grid points that lie exclusively on the surface of the lens.
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Figure 17. Conditionally correct image of rays of Maxwell lens
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5. Discussion

When solving the eikonal equation by the method of characteristics, it is reduced to a system of ODEs.
Each solution of the system gives the trajectory of one ray. To obtain a beam of rays, it is necessary
to repeatedly solve the obtained ODE system, changing each time the initial values. It can be said
that this approach corresponds more to geometrical optics than to wave optics. It is not possible to
calculate the points of wave fronts directly by the method of characteristics and requires additional
manipulation with the coordinates of the points of the ray trajectory.

In contrast, the FSM method works directly with the Eikonal equation and does not require its
transformation into any other form. It also does not require calculations of the derivatives of the
refractive index function n(x). The result of the method are approximated values of the function u(x)
for all grid points. Having these values, it is rather easy to visualize fronts by depicting level lines,
but the visualization of rays has the problems described above.

Another feature of the FSM method is the fact that the electromagnetic field is initially assumed to
be present at every point in the modeled region. As shown in figures 10 and 11 when interpreting
electromagnetic radiation as rays, there are regions where the radiation does not penetrate.

6. Conclusion

The application of the FSM method for the numerical solution of the eikonal equation has been
considered on the example of three well-studied lenses. The following points can be emphasized as
advantages of the FSM method.

- Itis not necessary to convert the eikonal equation to any other form.
- Itis not necessary to find the derivatives of the refractive index function n(x).
- Electromagnetic wave fronts can be constructed directly from the numerical solution.

Difficulties in ray construction and inconsistency with geometrical optics may be pointed out as
a disadvantage, which was mentioned in the Discussion section 5.
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PelneHue ypaBHeHUs 31iKOHana metoaom FSM Ha a3bike Julia

K. A. llItenal, A. B. ®énopos!, M. H. Tesopksan’, A. B. Koponbkosal, [I. C. Kyna6os'2

! Poccuiickuil ynusepcumem dpyacoul Hapodos, ya. Mukayxo-Makaas, 0. 6, Mockea, 117198, Poccuiickas ®edepauus
2 O6vedunénnblil uncmumym adepHolx uccaedosanuil, ya. Xoauo-Kiopu, 0. 6, Iy6ua, 141980, Poccuiickas Gedepayus

AHHoTayus. CyllecTByeT AiBa OCHOBHBIX IIOAIX0/la K YMCIeHHOMY pellleHHIO ypaBHeHUs oiKOoHaJIa: CBeZleHle
ero k cucreme O/Y (MeTO/ XapaKTepPUCTHUK) U KOHCTPYUPOBaHIUeE CIIeI[MaTN3MPOBAaHHEIX METO/OB /IS YHC-
JIEHHOTO pellleHUs JaHHOT0 ypaBHeHU B Bufe AuddepeHIINaJIbHOTO YPaBHeHNUS B YaCTHBIX IIPOM3BO/JHBIX.
K nocnepnemy noaxony orHocutcs Meton FSM (Fast sweeping method). Pe30oHHO IIpeAIIONOXUTE, 9TO CIIe-
[[MaTU3UPOBAaHHBIN METOZ JODKeH 06IaiaTh 60Iblell yHUBEepCaIbHOCTHIO. Llesb JaHHOH paboThl — OLleHKa
npuMeHHUMocTU MeToza FSM s mocTpoenus ydeit u pponToB. Hcronp3oBanack peanusanusa Mmeroga FSM
B 6ubnnoreke Eikonal si3pika nporpammupoanust Julia. MeTon IpHUMEeHSIICS IS YUCI€HHOTO MO/IeINPOBAHIS
chepuueckux iuH3 Makcsesua, Jlone6epra u toHa. JlaHHbIe JINH3bI GBI BEIOPAHBI TAK KAK UX ONITUYECKUE
CBOMCTBA XOPOIIO M3y4eHbI. BblI BEIOPAaH YaCTHBIH Cilydail IIJIOCKUX JIMH3, KaK HanboJlee IPOCTHIX AJIS BU3Y-
aJu3aluy U UHTEPIIPETAIIUN Pe3yIbTaToOB. Pe3y/IbTaThl BRIYMCIEHU IPe/ICTABIEHbl B BUZle U300 pakeHUM
hpOoHTOB 1 syuel Ay KaKoH U3 1uH3. VI3 aHaIM3a [T0IydYeHHBIX N300 pakeHUI c/ie/IaH BBIBOJ, YTO METO,
FSM xopo1110 MOAXOAUT /AJISI IOCTPOeHUs (GPOHTOB 3JIEKTPOMATrHUTHBIX BOJH. IIOIIBITKA 3Ke 10 pe3y/bTaTaM ero
PpaboThl BU3yaIM3UPOBATh TPAEKTOPUU JIydell HaTaTKUBAEeTCs Ha PSf TPYAHOCTEH U B HEKOTOPBIX CIydasx
JlaeT HellpaBUJIbHYIO BU3yaJIbHYIO KapTHHY.

Kniwouesble cnoBa: ypaBHeHNe 3HKOHAsA, FeOMeTpHYeCcKas OITHKA, BOJTHOBas ONTHKA, Julia language, FSM



