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Abstract. Hyperbolic complex numbers are used in the description of hyperbolic spaces. One of the well-known examples of such spaces is the Minkowski space, which plays a leading role in the problems of the special theory of relativity and electrodynamics. However, such numbers are not very common in different programming languages. Of interest is the implementation of hyperbolic complex in scientific programming languages, in particular, in the Julia language. The Julia language is based on the concept of multiple dispatch. This concept is an extension of the concept of polymorphism for object-oriented programming languages. To implement hyperbolic complex numbers, the multiple dispatching approach of the Julia language was used. The result is a library that implements hyperbolic numbers. Based on the results of the study, we can conclude that the concept of multiple dispatching in scientific programming languages is convenient and natural.
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1. Introduction

The Julia programming language [1, 2] is a promising language for scientific computing. At the moment, the Julia language has reached a stable state. By design, Julia solves the problem of two languages. This problem lies in the fact that for rapid prototyping, data processing and visualization, an interpreted dynamic language or a mathematical package (Python, Matlab, etc.) is used, and for intensive numerical calculations, the program has to be rewritten in a compiled language with static typing (C/ C++, Fortran).

An illustration of this problem can be seen in Python, which has gained wide popularity as an interface language-glue. Numerous wrapper libraries were written on it, which used Python code to call C/C++ and Fortran functions from precompiled libraries. For example, the well-known library
NumPy [3] consists of 51% C code and only 47% Python code (the remaining percentages are divided between C++, Fortran, JavaScript and Unix shell).

The Julia language combines the flexibility of dynamically typed interpreted languages with the performance of statically typed compiled languages.

The basic part of the Julia language is very similar to other scientific programming languages, so it does not cause difficulties in mastering. However, Julia’s core is built around the concept of *multiple dispatch* [4], which is rare in other languages. It is in this mechanism that the essential difference of Julia from other languages lies, and its understanding is essential for the full use of all the advantages of Julia.

In the article, the authors paid great attention to illustrating the mechanism of multiple dispatch and other mechanisms that are closely related to it.

In the first part of the article, we give the necessary definitions and illustrate the concept of multiple dispatch with simple examples that allow you to understand the syntax associated with this part of the language and capture the essence of this approach. In the second part, we give an example of the implementation of hyperbolic complex numbers in the Julia language. This example allows you to touch not only multiple dispatch, but also the type casting mechanism, the abstract type hierarchy, overloading arithmetic operators, and specifying user-defined data types.

## 2. Multiple dispatch

### 2.1. Common definitions

*Dynamic dispatch* is a mechanism that allows you to choose which of the many implementations of a polymorphic function (or operator) should be called in a given case [5]. In this case, the choice of one or another implementation is carried out at the stage of program execution. *Multiple dispatch* is based on dynamic dispatch. In this case, the choice of implementation of a polymorphic function is made based on the type, number, and order of the function’s arguments. This is how runtime polymorphic dispatch is implemented [6, 7]. Note also that in addition to the term multiple dispatch, the term *multimethod* is also used.

The mechanism of multiple dispatch is similar to the mechanism of overloading functions and operators, implemented, for example, in the C++ language. Function overloading, however, is done exclusively at compile time, while multiple dispatch should work at runtime as well (runtime polymorphism).

### 2.2. Multiple dispatch in Julia

To illustrate the mechanism of multiple dispatch, we will give the following code example in the Julia language:

```julia
function f(x, y)
    println("Generic implementation")
    return x + y
end

function f(x)
    println("For single argument")
```
```julia
    return x
end

function f(x::Integer, y::Integer)
    println("Implementation for integers")
    return x + y
end

function f(x::String, y::String)
    println("Implementation for strings")
    return x * " " * y
end

function f(x::Tuple{Int, Int}, y::Tuple{Int, Int})
    println("Implementation for tuples of two integer elements")
    return (x[1], x[2], y[1], y[2])
end
```

In this example, we have created five implementations of the function, which differ from each other in different signatures. In terms of the Julia language, this means that one function now has four different methods. In the first two methods, we did not use type annotations, so the type of the arguments will be determined either at compile time or at run time (as in interpreted languages). It is also worth noting that Julia uses dynamic JIT compilation (just-in-time), so the compilation stage is not explicitly separated from the execution stage for the user.

The arguments of the following three methods are annotated with types, so they will only be called if the types match the annotations. In the function for strings, the * concatenation operator is used. The choice of the multiplication sign * instead of the more traditional addition sign + is justified by the creators of the language by the fact that string concatenation is not a commuting operation, so it is more logical to use the multiplication sign for it, rather than the addition sign, which is often used to denote commuting operations.

The following code snippet illustrates how multiple dispatch works at compile time. The@show macro is used to print out the name of the function and the arguments passed to it:

```
@show f(2.0, 1)
@show f(2, 2)
@show f(0x2, 0x1)  # numbers in hexadecimal system
@show f("Text", "line")
@show f(3)
@show f([1, 2], [3, 4])
@show f((1, 2), (3, 4))
```

— In the first line, we passed real (floating-point) type arguments to the function, so a generic implementation call was made. Since the operator + is defined for floating point numbers, the function succeeded and gave the correct result.

— Methods for integers were called in the second and third lines. Note that the Integer type is an abstract type and includes signed and unsigned integers from 1 to 16 bytes in size, defined in the language core. Numbers written in hexadecimal are interpreted by default as unsigned integers.
— The method for strings was called on the fourth line. In the fifth line, the method for one argument.
— The sixth line passed two arrays as arguments. The + operation is defined for arrays, so the function ran without error and returned an element-wise sum.
— In the seventh line, the function arguments are tuples consisting of two integers. Since we defined a method for such a combination of arguments, the function worked correctly.

The result of executing the code looks like:

```
Generic implementation
f(2.0, 1) = 3.0
Implementation for integers
f(2, 2) = 4
Implementation for integers
f(0x02, 0x01) = 0x03
Implementation for strings
f("Text", "line") = "Text line"
For single argument
f(3) = 3
Generic implementation
f([1, 2], [3, 4]) = [4, 6]
Implementation for tuples of two integer elements
f((1, 2), (3, 4)) = (1, 2, 3, 4)
```

The above example works correctly in languages that support function overloading and does not demonstrate the specifics of dynamic dispatching, since the types of arguments are known at the compilation stage and are available to the translator.

To test the work of dynamic method calls, consider the following code:

```
print("Enter an integer:")
# Read a string and convert to an integer type
@show n = parse(Int32, readline())
if n > 0
    x = 1.2; y = 0.1
else
    x = 1; y = 2
end
f(x, y)
```

Here, the types of variable values \( x \) and \( y \) are not known at compile time, as they depend on what number the user enters during program execution. However, for the case of integer \( x \) and \( y \) the corresponding method is called.

### 3. Hyperbolic numbers

We will use hyperbolic numbers to illustrate the multiple dispatch capabilities of the Julia language, so we will limit ourselves to the definition and basic arithmetic operations.

*Hyperbolic numbers* [8–11], along with elliptic and parabolic numbers, are a generalization of complex numbers. Hyperbolic numbers can be defined as follows:

\[
z = x + jy, \quad j^2 = 1, \quad j \neq \pm 1.
\]
The quantity $j$ will be called the hyperbolic imaginary unit, and the quantities $x$ and $y$ will be called the real and imaginary parts, respectively.

For two hyperbolic numbers $z_1 = x_1 + jy_1$ and $z_2 = x_2 + jy_2$ the following arithmetic operations are performed.

**Addition** $z_1 + z_2 = (x_1 + x_2) + j(y_1 + y_2)$.

**Multiplication** $z_1z_2 = (x_1x_2 + y_1y_2) + j(x_1y_2 + x_2y_1)$.

**Conjugation** $z^* = x - jy$.

**Inverse number** $z^{-1} = \frac{x}{x^2 + y^2} - j\frac{y}{x^2 + y^2}$.

**Division** $\frac{z_1}{z_2} = \frac{x_1x_2 - y_1y_2}{x_2^2 - y_2^2} + j\frac{x_1y_2 + x_2y_1}{x_2^2 - y_2^2}$.

The implementation of hyperbolic numbers is in many respects similar to the implementation of complex ones. Operators $+$, $-$, $*$ must be overloaded, and $/$, root extraction, exponentiation, elementary math functions, etc. At the same time, for the purposes of illustrating the mechanism of operation of multiple dispatching, it is arithmetic operations that are of primary interest. This is due to the fact that elementary functions take only one argument, and it is enough to define only one method for them. In the case of arithmetic operators, it is necessary to provide combinations of arguments of different numeric types. So, for example, it should be possible to add a hyperbolic number to an integer, rational, irrational number, which automatically affects not only multiple dispatch, but also type casting mechanisms, an abstract type hierarchy, and default constructor overloading.

Therefore, we will confine ourselves to examples of the implementation of precisely arithmetic operations and that’s all, without touching on the more mathematically complex calculations of various elementary functions of a hyperbolic number.

Note that in addition to the term hyperbolic numbers, there are also terms in the literature: double numbers, split complex numbers, perplex numbers, hyperbolic numbers [8, 12–15].

### 4. Implementation of hyperbolic numbers in Julia

#### 4.1. Declaring a Data Structure

The implementation of hyperbolic numbers in Julia was based on the code for complex numbers available in the official Julia repository. We also used the developments obtained in the implementation of parabolic complex numbers [16]. New type `Hyperbolic` defined with an immutable structure:

```plaintext
struct Hyperbolic{T<:Real} <: Number
    "Real part"
    re::T
    "Imaginary part"
    jm::T
end
```

The structure is simple and contains only two fields of parametric type T. This requires that the type T was a subtype of the abstract type `Real` (syntax T<:Real). The type `Hyperbolic` is a subtype of the abstract type `Number`
(see figure 1). Thus, hyperbolic numbers are built into an already existing hierarchy of numeric types.

After the structure is defined, a new object of type `Hyperbolic` can be created by calling the default constructor. So, for example, the number \( h = 1 + j3 \) is given as follows:

```julia
h = Hyperbolic{Float64}(1, 3)
```

After creation, you can access the fields of the structure as `h.re` and `h.jm`, but an attempt changing the value of a field of an already existing object will result in an error, since structures are immutable entities:

```julia
h = Hyperbolic(1, 3).
```

However, if the argument types are different, then the default constructor will not be able to implicitly cast and create a new object. In this case, you must explicitly specify the parametric type:

```julia
# Float64 ≠ Int64
h = Hyperbolic(1.0, 3)  # Error
h = Hyperbolic{Float64}(1.0, 3)  # Correct
```

### 4.2. Additional constructors

The default constructor is a normal function whose name is the same as the type name. By creating additional methods for this function, you can create additional constructors to handle various special cases.

So, for example, in order not to specify a parametric type every time, you should add a new constructor of the following form:

```julia
"""Constructor №2"

function Hyperbolic(x::Real, y::Real)
    return Hyperbolic(promote(x, y)...) end
```

The `promote` function casts the arguments passed to it to a common type and returns the result as a tuple. Postfix operator `...` unpacks the tuple and passes its elements as arguments to the constructor function. The language core defines casting rules for all subtypes of the `Real` abstract type, so now the constructor will work correctly for any combination of arguments, as long as the `T <: Real` rule is fulfilled. For example, the following code will work correctly:
We passed a rational number (type `Rational`) and a built-in global constant (number $\pi$) of type `Float64` to the constructor. After that, the type casting rule worked and both arguments were cast to the type `Float64` as more general.

Declaring two more additional constructors will allow you to specify hyperbolic numbers with zero imaginary part:

```julia
function Hyperbolic{T}(x::Real) where {T<:Real}
    return Hyperbolic{T}(x, 0)
end
```

Constructor number 3 is a parametric function that is declared using the `where` construct. The $T$ is a subtype of the abstract type `Real`. Constructor number 4 works similarly to constructor number 2.

Two more constructors will allow you to pass other hyperbolic numbers as an argument to the constructor:

```julia
function Hyperbolic{T}(h::Hyperbolic) where {T<:Real}
    Hyperbolic{T}(h.re, h.jm)
end
```

For more convenience, you can also create a separate constant for the imaginary cost $j$:

```julia
const jm = Hyperbolic(0, 1)
```

### 4.3. Data printing

To be able to print hyperbolic type values in a compact and readable form, you should add the appropriate methods to the `show` function from the `Base` module:

```julia
function Base.show(io::IO, h::Hyperbolic)
    print(io, h.re, "+", h.jm, "j")
end
```

Function `show` is used when printing data to the console, in particular, it is called by the `println` and macro `@show`. The code and output listings below will assume that the `show` method has been added for hyperbolic numbers.
4.4. Type casting

Before proceeding to the implementation of methods for arithmetic operations with hyperbolic numbers, it is necessary to define the rules for type casting. To do this, create a new method for the function `promote_rule` from the `Base` module:

```julia
function Base.promote_rule(::Type{Hyperbolic{T}}, ::Type{S})
    where {T<:Real, S<:Real}
    return Hyperbolic{promote_type(T, S)}
end

function Base.promote_rule(::Type{Hyperbolic{T}}, ::Type{Hyperbolic{S}}) where {T<:Real, S<:Real}
    return Hyperbolic{promote_type(T, S)}
end
```

As arguments in `promote_rule` parametric types are specified, which should be cast to one enclosing type. In our case, this is possible if one of the types is a subtype of `Real`, then the enclosing type is `Hyperbolic`.

After adding methods for `promote_rule`, it becomes possible to use functions `promote`, `promote_type` and `convert`:

```julia
>> h = Hyperbolic(1 // 2)
>> promote(h, 1)
(1/2+0//1j, 1/1+0//1j)
>> promote_type(Hyperbolic{Int64}, Float32)
Hyperbolic{Float32}
```

The first function is already familiar to us. The second allows you to infer the enclosing type not of specific variable values, but of the types themselves. A type in Julia is an object of the first kind (type `DataType`) and can be assigned to other variables, passed as function arguments, and so on.

Function `convert` allows you to convert the type specific value, for example:

```julia
>> convert(Hyperbolic, 1)
1+0j
```

After adding methods for type casting, you can start adding methods for arithmetic operations. A feature of Julia is the implementation of arithmetic operations not in the form of operators, but in the form of functions. For example, the following calls are correct:

```julia
>> +(1, 2)
3
>> +(1, 2, 3, 4)
10
>> +(i for i in 1:10)
55
```

In this regard, adding methods for arithmetic operations is no different from the corresponding process for other functions.

Adding methods for unary operations `+` and `-` is carried out as follows:

```julia
Base.:+(h::Hyperbolic) = Hyperbolic(+h.re, +h.jm)
Base.-<(h::Hyperbolic) = Hyperbolic(-h.re, -h.jm)
```

This is an abbreviated function declaration.

Similarly, methods are added for binary addition, subtraction, multiplication, and division. Here is the code for addition and multiplication:
# Binary + and *

function Base.:+(x::Hyperbolic, y::Hyperbolic)
    xx = x.re + y.re
    yy = x.jm + y.jm
    Hyperbolic(xx, yy)
end

function Base.:(x::Hyperbolic, y::Hyperbolic)
    xx = x.re * y.re + x.jm * y.jm
    yy = x.re * y.jm + x.je * y.re
    return Hyperbolic(xx, yy)
end

5. Conclusion

We examined the mechanism of multiple dispatch underlying the Julia language, using the example of the implementation of hyperbolic numbers. This example allowed us to touch upon such concepts of the language as the hierarchy of data types, composite data types, type casting mechanisms, function overloading (creating new methods for functions in terms of the Julia language), etc.
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Реализация гиперболических комплексных чисел на языке Julia
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Аннотация. Гиперболические комплексные числа применяются при описании гиперболических пространств. Одним из известных примеров таких пространств является пространство Минковского, играющее ведущее значение в задачах частной теории относительности, электродинамики. Однако такие числа не очень распространены в разных языках программирования. Представляет интерес реализация гиперболических комплексных чисел в языках научного программирования, в частности в языке Julia. В основе языка Julia лежит концепция множественной диспетчеризации (multiple dispatch). Эта концепция является расширением концепции полиморфизма для объектно-ориентированных языков программирования. Разработана библиотека для Julia, реализующая гиперболические комплексные числа. По результатам исследования можно сделать вывод об удобстве и естественности концепции множественной диспетчеризации в языках научного программирования.

Ключевые слова: язык программирования Julia, множественная диспетчеризация, абстрактные типы данных, конвертация типов, параметрические структуры, гиперболические комплексные числа