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The D’Alembert—Lagrange principle in general stands for all ideal holonomic and non-
holonomic constraints of arbitrary order. But in practice the application of the principle is
restricted to ideal holonomic and linear first order nonholonomic constraints. In recent years
the direct application of this famous principle is made to model dynamic equation of acceler-
ation level constrained systems. This paper uses the dynamic equation developed to establish
a theoretical framework for trajectory tracking control of programmed motion with accelera-
tion level constraints. The concept of dividing constraints based on their sources into natural
and programmed constraints is employed. The trajectory tracking control is accomplished
by two models called Reference Control Model constructed using both the programmed and
natural constraints and a Dynamic Control Model developed by considering the natural con-
straints only. The Reference control model is used to plan the required trajectory based on
a given acceleration or lower level programmed constraint. The Dynamic Control Model is
utilized to control and stabilize the trajectory tracking process. Finally, to verify the ef-
fectiveness of the framework developed in the paper, a practical example is provided and
simulation results are depicted.

Key words and phrases: programmed constraint, natural constraint, programmed
motion, reference control model, dynamic control model, trajectory tracking, stability.

1. Introduction

The discovery of nonholonomic systems was made by Euler while studying rolling of
rigid bodies, whereas the term nonholonomic system was coined by Hertz in 1894 [1-3].
Hertz was the first person to make clear distinction between holonomic and nonholo-
nomic systems.

The classification of constraints into holonomic and nonholonomic doesn’t include
all the constraints in real world. Moreover many dynamic equations uses holonomic
and first order linear nonholonomic systems with the exception of Appell equation
that can be applied to systems with second order constraints [4].

In response to the above paragraph, recently [4,5] a dynamic division of constraints
based on their sources is made. Indeed, if conditions are imposed by nature or en-
vironment then the constraints are called Natural Constraints. Natural constraints
are based on the assumption that, nonholonomic constraints arise when two or more
bodies are in contact with each other and roll without slipping. A constraint may
be imposed on velocities, accelerations or any other feature of the system such as
performance and design. These restrictions are said to be Programmed Constraints.
Programmed constraints, like Natural constraints, can have forms including higher
derivatives of the coordinates. Imposing tasks to be performed by a dynamic system
are examples of Programmed constraint [4, 6].

Robots for instance, are designed to perform [4] many requirements that may be
described by programmed constraints. Programmed constraints that can be specified
by algebraic or higher order differential equations can be put as a task to be performed
by them. This is why studying programmed constraints of higher orders are of interest.

Motion tracking includes tracking of a planned motion described by algebraic or
differential equation of constraints. In nonlinear control theory, motion tracking is the
same [1] as trajectory tracking. There are two types [1] of models for accomplishment
of Trajectory tracking in nonlinear control: a kinematic model in which the control in-
put is velocity of the system and the dynamic model of the system in which the control
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inputs can be forces and torques. Kinematic models highly exploited for trajectory
tracking control of programmed constraints of lower levels. In this paper we focus on
the use of dynamic model for trajectory tracking control of programmed motion in
higher order constraints.

Trajectory tracking of first order nonholonomic systems is achieved using dynamic
models in a reduced state form [7]. Control objective other than trajectory tracking of
nonholonomic systems of first order constraints can’t be achieved using only dynamic
models in reduced state forms [2].

Motion tracking includes tracking of a planned motion described by algebraic or
differential equation of constraints. In nonlinear control theory, motion tracking is the
same [6] as trajectory tracking. There are two types of models for accomplishment of
Trajectory tracking in nonlinear control: a kinematic model in which the control input
is velocity of the system and the dynamic model of the system in which the control
inputs can be forces and torques.

Trajectory tracking of first order nonholonomic systems is achieved using dynamic
models in a reduced state form [8]. Control objective other than trajectory tracking of
nonholonomic systems of first order constraints can’t be achieved using only dynamic
models in reduced state forms [2,6].

Trajectory Tracking Control of Programmed Motion in Higher Order Nonholo-
nomic Systems is a strategy for tracking control of programmed motion given by
equations of second order constraints is established in this paper.

The strategy uses a Reference Control model and a Dynamic Control model of
a system. A Reference Control model is developed based on both Natural and pro-
grammed constraints and is used for generating a dynamically possible trajectory of
a given programmed constraint. A Dynamic Control model is used for stabilization
and selection of an appropriate control input torque for the purpose of tracking the
planned trajectory obtained from the Reference Control model.

2. Dynamic Modeling of First and Second Order
Nonholonomic Systems

The state of [7,9,10] representative point (g;,q;) of a system with generalized

coordinates q = (q1, g2, - - ., qn), Lagrangian L is given by the solution of:
d oL 0L
Bl e R O ¢ ji=1,2,3,...,n, 1
105, 0g, Q5" +Q5, j n (1)

where 5" is an external force, Qf is the unknown force which constrain the system.
In case Q5 is a constraint force of ideal constraint, then (1) reduces to the form:

<d oL 0L

0% ) 6g; = Q% q; =0, 1=1,2.3.....n. 2
it 9q,  og, ]>qj Q50¢; =0, j=1,23,....,n (2)

Equation (2) is the famous d’Alembert—Lagrange principle, a fundamental principle
of Analytical dynamics developed by Lagrange.

Although the principle is meant for all ideal holonomic and nonholonomic con-
straints, it is widely applied to linear first order velocity constraints for a long time.
But recently, application of d’Alembert—Lagrange to general nonholonomic systems of
higher orders is done by M. R. Flannery in 2011 [10]. The dynamic equations and trans-
oq;

dt

T ) for velocity constraints and between 0¢;

d
position relations between §(¢;) and — <

and X (0¢;) for acceleration constraints are established based on d’Alembert-Lagrange

principle (2). In this section the main results are revised without their proofs. For
further details refer to [10].
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1. For constraints of the form:

(a) The virtual work done by the constraints are given as:
0Py,
——0g; =0. 4
94, q; (4)

(b) The dynamic equation is proved to be:

doL oL .. . 0D
@ag, g -9 TG (5)

(¢) The transposition relation is given by:
{ 0P

d
5Oy — — | o
k 8qj

& [oeu) o0 (6)

Indeed, from constraints of the form (3) we obtain:

. 0y, . 0Py, . 0%y,
d) = ; ; =0 7
k 94, q; + g g5 + ot (7)
This directly leads to:
0Py, . 0Py,
0Py = —90¢; + —9q; =0 8
k 8%‘ J 8(]]‘ 7 ( )

Denote the m-independent and the c-dependent coordinates in{g;} by ¢;,i < m
and p, respectively.Then (7)(6a) decomposes into:

(9)

. . 0Py .. 0®p. 0P
D = Myps 4 j =0],

where Mys = Mis(q,q, ps,Ps,t) = %% are elements of matrix M = { My} which

is assumed to be positive definite and dj = {¢i, ps}. The solution for the dependent
acceleration in (9) is given by:

(10)

I 7t S ST
bs = Msr|:aqi%+ 6(]jq]+ at:|7

where matrices M, and Mj, are inverses of each other. For the dependent
displacement we have:

ps > (Gps > (8138 >
0ps = 0q; = — | 0g; = — ] dq;. 11
P (8% q 94, q 2q, ) 0 (11)

This leads to(based on equation (9) )

— 0y,
s — —-M sr T 7 12
o < 9gi > o 12)
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After multiplying (12) by My, we obtain:

0Py, 0D, 0Py,
—0¢; = =—0ps + —0¢; =0 13
9q; ' Ops 94 (13)
Since (7) and (12) are each zero the quantity

d [0dy
0Py, — X [6@5%} =0 (6g)

provides a transpositional relation given by equation (6) above.
2. For acceleration level constraints of the form:

Ui(q,q,4,t) =0, k=1,2,...,d. (14)

(a) The virtual work done by the constraint force is given by:

o,
0 1
5% 5q; =0 (15)

(b) The dynamic equation is proved to be:

d oL 0L ov

dtdg;  dq; g, (19)
where A = \; is Lagrangian multiplier.
(¢) The transposition relation which can be found in the same way done for
equation (6) is given by:
d? [9v,

0V, — — | —=—4d¢;| =0. 17
far { 94; q]] 0

3. Control Models for Trajectory Tracking of Programmed
Motion

In this section control models that are used for trajectory tracking of programmed
motion are constructed. The control models are developed based on the concept of
the null space and constrained dynamic model for higher level constraints discussed
in section 2. Particularly, we focus on acceleration level constraints of the form (14)
since it includes first order constraints of the form (3).

In this paper a programmed constraint is a non-material constraint and any
requirement put on a physical system motion specified by an algebraic or differential
equation of any order. A programmed motion is a system motion that satisfies
a programmed constraint. A natural constraint is the usual holonomic and non-
holonomic constraints that are not programmed.

Remark 1. a) Programmed constraints can also be holonomic or nonholonomic
having the form as the classical holonomic and nonholonomic constraints.

b) In this paper constraints of the form (14) are assumed to include both programmed
and natural constraints.

The constrained dynamic model (16) can be written in the form:

{M<q>q+ C(a,q) + D(q) = J(q, @A + Q°*, (18)

wk(qaqvfbt):o, (k:1,2,,d)
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Where M (q) is an (n x n) positive definite symmetric matrix, A is a d-dimensional

vector of Lagrange’s multipliers, J7 (q, ¢) = %qu is a full rank of size (d x n) matrix,

C(q,q) is an n x 1 matrix containing vectors of centripetal and Coriolis forces, D(q)
is an n-vector of gravitational force and Q¢* is an external force.

For trajectory tracking control of programmed motion, the dynamic model needs to
be transformed to the reduced-state form. The Null space concept is used to eliminate
the Lagrange multiplier from (18).

Equation (15) can be written in the form:

A(q,q)q =0, (19)

oy,
oG
made from the basis vectors of the null space of A in (19) such that:

where A =

and q = (q1,92,..,qn). Let S be an n x (n — d) full rank matrix

S(q) = [g1(a), 92(q), - - -, gn—a(Q)].

Where ¢1(q), 92(Q), -.., gn—a(q) are column basis vectors of the null space of A.
Then there exists velocity vector v(t) = [vy,va, ., ., .Un_4]|T such that:

q=S(q@v(t). (20)
Substituting ¢ in the first equation of (18) and multiplying it by S? we obtain:
Mv(t) + F(q,4) + D(q) = E, (21)

where M = S"(q)M(q)S(a), F(q,q) = 5" (a)[M(a)S(@)v()+C(q, @)}, E = 5" (q)Q*"
and D(q) = §7(q)D(q).

The constrained dynamic equation (16) is now transformed to Reference Control
Model for programmed motion given by:

{M\'/(t) +F(q,q) + D(q) = E, (22)

\Ilkz(qa éL ('i9 t) =0.

Note that, ¥x(q,q,q,t) = 0, (k = 1,...,d) in (22) includes both natural and
programmed constraints.

The advantage of (22) is that, it doesn’t include the constraint force and hence is
convenient for tracking control. Equation (22) is said to be Reference Control Model.
This is because it is used for planning a dynamically possible trajectory of a given
dynamic system based on a given programmed constraint. An example is provided to
make the concepts of reference control model clear.

Example 1. Consider a Differential Derive Mobile Robot (DDMR) shown in Fig. 1.

The mobile base is located with respect to the fixed reference frame denoted by
{X,,Y,} and by the body fixed frame at A denoted by {z,,y,}. The origin of the
Robot fixed frame is defined to be the mid-point A on the axis between the wheels.
The center of mass of the DDMR is located at a distance of d > 0 units form A on
the axis of symmetry of the Robot. Let us fix the kinematic parameters and notation
used to describe the mobile base in Table 1.

The natural constraints of the system are given by:

—Zgsint + gygcos0 =0,
iq o8V + Yo sin®d + 9L = Rop, (23)
:'cacosﬁ—&—g)asinﬁ—z?L = Rop.
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Figure 1. Differential Derive Mobile Robot

Table 1
Parameters and Notation
Parameters Description

L Distance from a wheel to A
d Distance from wheel axis to center of mass
9 Absolute rotation angle of the DDMR

(Tey Ye) Absolute position of center of mass

(TayYa) Absolute coordinates of A

YL, PR Angular positions of the left and right driving wheels respectively
R Wheel radius

Let us add a programmed constraint to the DDMR that we require it to move
along a plane curve whose curvature is 5. That is:

Falia — YaZa — B[22 + 9222 = 0. (24)

Now the total constraints of the DDMR are both (23) and (24). Observe that
the programmed constraint has degree 2 and hence we have a higher order nonholo-
nomic system. The purpose of this example is to apply (22) in obtaining the required
trajectory of the DDMR, given the programmed constraint (24).

Using equation (22), the total constraints of the system given by (23) and (24),
the null space concept we used to develop equation (22) and the dynamic equation of
DDMR we obtain:

Yala + TaZq = 0. (25)

We need to write equation (25) in terms of linear velocity u and angular velocity
w of the DDMR given by &, = ucos? and g, = usind. Substituting these values
into (25) we obtain: u = b where b is a non-zero constant. As a result &, = bcos ) and
7o = bsind. Moreover, these new results has to satisfy the programmed constraint and
this leads to ¥ = 5bt. Note that we have assumed ¥(0) = z,(0) = y,(0) = 0. Finally
the required trajectory(dynamically possible trajectory), denoted by x¢ = (z ¢,y V)7,
is given by:

1 -1
sin(5bt), yg = —-cos(5bt), ¥ = 5bt. (26)

RE AT 5b
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The Dynamic Control Model is developed by considering only the natural con-
straints (without the programmed constraint) and has the following from:

M(q)§+ C(a,4) + D(a) = B (a, @A + Q,
. (27)
Bg =0.
Where B is the usual Jacobian matrix obtained from the natural constraints, given
by B = %%
oq °
Using the concept of Null space (27) can be written in the form:

{M:IJ-FCU—ET, (28)
Bq =0,
where 7 is the control input torque.

For the purpose of trajectory tracking control of programmed motion, we use both
equations (22) and (28). The planned trajectory is obtained from (22) based on the
given programmed constraint and the tracking control is performed by (28).

Moreover, for stabilization purpose we use the following method which is obtained
by improving Baugarte’s method of constraint stabilization.

A control input torque may be defined [6] as:

7 =1(M(q),C(a,4), N(Q), q,a, & x5, X5, X).

Where N (q) includes gravity terms. To cancel all nonlinearities and apply exactly the
torque needed to overcome the inertia of the actuator the input torque can be defined
as:

M(q)ks + C(q,a)%; + N(q) = 7. (29)

Substituting this control law into the first equation of (28), we obtain:
M(q)iy = M(q)o. (30)
Since M (q) is positive definite in q, we have:
Xy =X,

where
U= X.

Hence, if the initial position and velocity of the DDMR matches the desired position
and velocity, the DDMR will follow the desired trajectory. But obviously this control
law will not correct for any initial condition errors which are present. This works in
fever of modification to a method that may correct any initial condition error. This
can be achieved by replacing X with:

)"(:)"(f—KDé—er.

Where, e = x — x¢, and the corresponding control law becomes:

M(q)[xy — Kpé — Kye] + C(a,q)v + N(q) =, (31)

where, e = x — x5, Kp, Kp are (n —m) x (n —m) constant positive definite gain
matrices. Substitute (31) into equation (28), we obtain asymptotically stable error
dynamics:

e+ Kpe+ Kpe =0. (32)
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Where Kp and Kp are constant, positive definite and symmetric matrices. Equa-
tion (32) is a linear differential equation which governs the error between the actual
and planned (desired) trajectories.

Equation (32) can be written in a state space form in terms of [@7,07] as:

% (g> B (—KDGG— Kp@> - <—1?fp —f@) (g> ’ (33)

where, [ is the identity matrix of size m.
Let us investigate the stability of the origin in (33): The immediate Lyapunaov

function candidate is:
O\" (K, +eKp eI\ (O _

(©+0)" (6+c0) + %@T[Kp +eKp — €1]6.

V(©,0) =

N~ N

Where the constant e satisﬁes: Kp—el >0, Kp+eKp — €2l > 0. Evaluating the
total time derivative of V(©,©) we obtain:

R | R

Equation (35) is globally negative definite and as a result, we conclude that
(©,0) = (0,0) is globally asymptotically stable by Lyapunov’s direct method of sta-
bilization.

In summary we develop an algorithm for a trajectory tracking control of a pro-
grammed motion.

1. Obtain a dynamically possible trajectory z s from the reference control model (22).
Obtain the first torque from equation (29).
Obtain actual trajectory x using the torque obtained in (2) and equation (28).
Observe the error by comparing the result from (3) and (1).
Keep on improving the error by obtaining an improved torque from (31) using
different values for entries of the gain matrices Kp and Kp.
Substitute the torque obtained from (5) in (28) to get new actual trajectories.
Go to step 4.
Repeat these steps until you get sufficiently good input torque so that [z —x¢| < e
for a small positive number e.

Ol N

®© N>

Example 2. This example is a continuation of Example 1. The purpose of this
example is to find a torque that constrains the motion of the dynamics towards the
required trajectory xs (trajectory tracking). The result is described by simulation on
MATLAB 2012a.

Substituting b = = in equation (26) the required trajectory becomes:

1
10
x5 = 2sin(0.5t), yy = —2cos(0.5t), ;= 0.5¢.

Simulation I. The algorithm developed above is used for simulation.

Kp and K, are taken diagonal matrices. Let us start with Kq = K, = 0. The
new trajectory becomes: z = sin(0.5t), y = —cos(0.5t), ¥ = 0.5¢.

The simulation for the absolute value of the error in simulation I is shown in the
Fig. 2. Error in z is denoted by e(x) and error in y is denoted by e(y). The error in
¥ is zero and not included in the figures.
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Figure 2. Simulation I graph

The portraits of actual trajectory and the required trajectory in simulation I, are
shown in Fig. 3.

e Required trajectory
—actual trajectory

X

Figure 3. Simulation I portrait

Simulation II. After several experimentation on MATLAB, the torque obtained
with small diagonal entries of the gain matrices k41 = 0.0001, kg2 = 0.0001, &k, =

0.0001, kp2 = 0.0001, kg3 = 0.0001, k,3 = 0.0001 seem to give a good result on tracking
the programmed motion. In Fig. 4 the Error simulation is displayed.

0015

T T I
NANNANNANTRY
)

:2‘g t

Error

O
i I
L

SR N O A O S U A O AR O B
v V. V.V V U
L L L L L L
10

1 1
20 30 40 50 60 70 80 90 100
ts]

Figure 4. Error graph for simulation II
In simulation II, the obtained actual trajectory is given by:
x = 1.99sin(0.5¢) — 0.004 cos(0.5t), y = —0.008 cos(0.5.t) — 1.99 cos(0.5¢).
The portrait of the actual and the required curves are shown in Fig. 5.

Remark 2. In the simulation of the above demonstration it was observed that
when the entries of the gain matrices increase (greater than 1) the trajectory track-
ing becomes highly violated. Taking the values smaller and smaller guarantees the
asymptotic stability of the tracking. The values can be taken to be equal or differ-
ent from each other. This simulation experiment is performed using symbolic maths
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Required trajectory
controlled trajectory

Figure 5. Simulation IT portrait

in MATLAB. The expressions for the torque, for instance are too long and it may be
too expensive to do it by paper and pencil work.

4. Conclusion

In this article trajectory tracking control of programmed acceleration level con-
straints are detailed. The underlying structure of the tracking control includes ref-
erence control model and dynamic control model used for planning and controlling
the tracking process respectively. Although the framework developed in this paper
is discussed in terms of higher order constraints, it can effectively be used for tra-
jectory tracking control of the usual holonomic and first order linear nonholonomic
constraints.
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VIIK 531.3
praBJIeHI/Ie IIporpaMMHBIM JIBU2K€EHHEM HeFOHOHOMHOﬁ
CHUCTEMbI BTOPOI'O IMIopddKa BA0JIb TpaeKTOpHUN

Y. T. lepecca

Kagedpa meopemuueckolti pusuku u MexaHury
Poccutickuti ynusepcumem dpyorcho. Hapodos
ya. Murayxo-Maxaas, 0. 6, Mocksa, Poccus, 117198

IIpunmun /lamambepa—Jlarpanka 1Mo3BoOJISIET MOCTPOUTH YPABHEHUS JIUHAMUKH T'OJIOHOM-
HBIX U HErOJIOHOMHBIX CHCTEM ITPOM3BOJILHOTO MOpsiaKa. Ha mpakTuke MCIOIB30BAHUE ITO-
IO IPHUHIWIIA OIPAHUYUBAETCS WJI€AJIBHBIMU NOJIOHOMHBIMU ¥ JINHEHHBIMYM HErOJIOHOMHBIMU
CBSI3sIMM TIEPBOTO MOPsIKA. B MOCTe Hre TOABI 9TOT M3BECTHLINA MPUHITUIT HEITOCPEICTBEHHO
HCTIONIBb3YETCSI /I IOCTPOCHUST YPABHEHUN JUHAMUKN CHCTEMBI CO CBA3SIMU, 3aBUCAIINME OT
yckopeHuii. B nanHOil pabore mpeiaraercs aHAJIWTHYECKOE DEIIEHHE 3a/1a9d yIIPaBJICHUS
MPOrPAMMHBIM JIBUYKEHUEM TI0 TPAEKTOPUH, 3aBUCAIIEH 0T ycKopeHus. CBs3U B 3aBUCHMOCTH
OT WCTOYHMKA BO3JEHCTBUS JEIATCS HA €CTECTBEHHBIE UM MPOTPAMMHUDPYEMBIE. Y IIpPaBJIEeHUE
TPAEKTOPHEN CJIEXKEHUs OCYIIECTBIISETCS OCPEICTBOM HCIIOJIB30BAHUS MOJIEJH IIJIAHUPOBA-
HUSI YIPABJISIEMOTO JBUKEHMUSI, TIOCTPOEHHOTO C YIETOM IMPOTPAMMUPYEMBIX U €CTECTBEHHBIX
OrpAHMYEHU, U MOJEJIH JJMHAMUYECKOrO YIIPABJIEHUs], PA3PA0OTAHHOI C yIEeTOM TOJIBKO ecTe-
CTBEHHBIX OIDAHUYEHUI. YTIpaBIeHUE MOJEIN TIJIAHNPOBAHUS JBUKEHUS [T0 TPAEKTOPUM KC-
TOJIb3YETCsT Il TJITAHMPOBAHUST TPAEKTOPHUM, OMPEIETIIeMON YCKOPEHUSIMU TOYEK CUCTEMBbI
WJIA OTPAHUYEHUSIMHU, COOTBETCTBYIOIIUMU IIPOrpaMMe JBY2KeHust. JlJis yrpaBiieHusT [IBUXKe-
HUEM T10 TPACKTOPUH ¥ CTAOUIM3aIliN UCIIOIH3YeTCs TNHAMUIECKasT MOJIEe/Ib yrpaBienns. Ha-
KOHeTI, JIJIsI TTOATBEP K IeHNsT 3(PDEKTUBHOCTH MIPEJIAraeMOro B PabOTe MOAX0/1a IPUBOIATCS
npuMmep. Pesynbrarel MomenupoBaHus n3o0pakeHbl Ha rpaduke.

Kuro4geBsle cjioBa: IporpaMMHBIE CBSI3U, ECTECTBEHHbIE OTDAHUYEHUs], CBSA3U, IPOIPDAMM-
HOe JIBUJKEHI€, YIIDABJIeHNe, JUHAMUYIEeCKNEe MOJIEIN YIIPABJICHUs, TPACKTOPUSI, CTaOMIN3aIus
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