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The paper presents some test results of the heterogeneous computing cluster HybriLIT
put into operation at the Laboratory information technologies of the Joint Institute for Nu-
clear Research. The structure of the cluster includes computational nodes with NVIDIA
graphical accelerators and Intel Xeon Phi coprocessors. The necessity of integration of such
a computational platform in the JINR Multifunctional Information and Computing Com-
plex is determined by a global tendency to use hybrid computing architectures for carrying
out massive-parallel computations in applied scientific problems solution. Test of the cluster
aimed at: first of all, test of the efficiency of hardware and software settings that include oper-
ational system, resource manager, file system, compilers, and, secondly, test of the efficiency
of using different architectures for the solution of particular applied problems in order to pro-
vide user guides on specialized libraries. For realization of the cluster test, an approach that
includes test computations by means of standard program packages such as Linpack and pro-
gram complexes established in LIT has been developed. The presented results show that the
use of hybrid computing architectures allow accelerate the solution of applied scientific prob-
lems, and heterogeneous computing cluster HybriLLIT is an effective means of accomplishing
this aim.
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1. Introduction

Nowadays computations with the use of high performance computing systems that
include different types of computation accelerators are becoming widespread in sci-
entific and applied scientific researches. This is clear from the list of TOP500 super-
computer sites [1]; according to the 45th edition of the TOP500, 35% of all platforms
performance is provided by coprocessors of various architectures; and half of them —
by NVIDIA graphical processors [2]. Following this tendency, the producers of applied
software are adjusting the developed packages and specialized mathematical libraries,
as well as create new ones with regard to the development of hardware in the field
of high performance computations. That provides an effective use of computation ac-
celerators in scientific tasks. For example, nowadays NVIDIA graphical accelerators
contain a wide range of applied software for carrying out scientific researches, compu-
tations, etc. [3]. Heterogeneous computing platform HybriLIT [4] has been developed
in the Laboratory of Information Technologies to support scientific researches that
require massive parallel computing. The platform contains NVIDIA graphical acceler-
ators and Intel Xeon Phi coprocessors. This platform is used not only for carrying out
computations, but also as a polygon for the development of hybrid applications that
use new computing architectures. The current configuration of the cluster contains
seven computational nodes with GPU and Intel Xeon Phi coprocessors that include:

— GPU nodes with three TESLA K40s graphical processors (4 nodes);

— Phi node with two Intel Xeon Phi 7120P coprocessors;

— MIX node with Tesla K20X graphical processor and Intel Xeon Phi 5110P copro-
Cessor;
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— Scratch node with two Intel Xeon E5-2695 v2 processors.
Theoretical performance of the cluster is following:

— single precision — 77 TFlops;

— double precision — 29 TFlops.
Fig. 1 shows the structure of the cluster.
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Figure 1. The structure of the cluster HybriLIT

This paper presents the test results of the cluster HybriLIT. The research pur-
sued two main aims: first of all, settings efficiency test of the hardware and basic
software that includes OS Scientific Linux 6.6, SLURM [5], NFS4 file system [6], com-
pilators, etc.; secondly, efficiency test of using different architectures for the solution
of particular applied tasks in order to provide users some recommendations on the
use of specialized libraries such as libraries for matrix-vector operations, fast Fourier
transformation, random data generator, etc. that allow to accelerate computations.

The described test procedure allows to consider particularities of various architec-
tures and includes test tasks of different types:

— computational tasks that may be a part of big programs or packages;

— computational tasks that combine intensive memory access, etc.;

— computational tasks that use mathematical libraries (BLAS, LAPACK, FFW,
etc.).

The overall test of the cluster HybriLIT included:

— use of standard test programs (Linpack [7] and other);

— test tasks based on the most frequently used parallel programming technologies;

— program packages for the solution of applied tasks: GIMM_FPEIVE [8] and Multi
Configurational Time Dependnet Hartree (for) Bosons (MCTDHB) [9] packages.

The paper presents the test results with the use of Linpack package and
GIMM _FPEIVE program complex.

2. Test of the components of HybriLIT cluster with the
Linpack benchmark

Linpack benchmark test detects the performance of the whole computational sys-
tem as well as of the parts of its components [7]. The first test version was introduced
in 1979 as an additional part to the Linpack library for solution of various systems of
linear algebraic equations (SLAE). Ever since Linpack benchmark has undergone nu-
merous upgrades according to the fast developing computational platforms. However,
its main target based on the solution of SLAE Ax = f by means of LU-factorization
with partial pivoting has remained. Nowadays, this test is used for the performance
detection of supercomputers included in TOP500 [1].
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There are several implementations of the test; in this paper, there were used two of
them: Linpack benchmark is a test for systems with shared memory, and MP Linpack
benchmark is a specialized expansion that allows testing systems with distributed
memory. The first version of the test was used for testing multicore computational
components of each node; the second version was used for testing coprocessors and
graphical accelerators. It should be noted that the second version of the test can be
used for performance detection of the cluster [7] as well.

Specifications of the HybriLIT components can be found at [4].

2.1. Description

CPU test

Test of computational nodes with Intel Xeon processors was carried out by means
of Linpack benchmark included into Intel Cluster Studio version 2013 sp1.2.144. The
matrix size varied from 1000 to 45000. Maximal performance was reached at about
N = 40000.

GPU test

Tests were held by means of MP Linpack benchmark, hpl-2.0_ FERMI_v15 version
that allows to detect the overall performance of a computational node with GPU. In
the research of the integral performance of CPU + GPU, the matrix size varied from
1000 to 120000. Maximal performance was reached at N = 120000.

CPU + Intel Xeon Phi Co-Processor test

Test of computational nodes with Intel Xeon Phi coprocessors was carried out by
means of Linpack benchmark included into Intel Cluster Studio version 2013 sp1.2.144.
In the research of the integral performance of CPU + Xeon Phi, the matrix size varied
from 1000 to 120000. Maximal performance was reached at N = 120000.

2.2. Results

GPU test results
On the basis of the Linpack benchmark test for GPU, performances for different
number of CPU cores per graphical accelerator were obtained (see Fig. 2).
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Figure 2. Dependence of the performance on the number of cores per GPU.

It should be noted that maximal performance for one graphical accelerator is
reached at using cores of both processors, while the maximal performance for two
or three GPU is reached by means of using half cores.

Results for mixed configurations
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It should be pointed out that as the integral performance of a computational node
depends on the processor frequency, an additional research on the dependency of
performance on fixed processor frequency has been carried out.

Figs. 3, 4 show the comparison of efficiency and performance of using different com-
putational elements for two processor frequency — minimal and maximal; the efficiency
is detected as the dependence of the obtained result of the test to the theoretical part
that is given by the producer.
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Figure 3. Comparison of the efficiency of using different computational
elements at 1.2 GHz and 2.4+ GHz frequency.
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Figure 4. Comparison of performance of different computational elements at
1.2 GHz and 2.4+ GHz frequency.

As it can be seen in Fig. 3, the efficiency of using only CPU is higher than its use
with accelerator. It is connected with the data transfer from one device to another. It
should be noted that at minimal processor frequency 1.2 GHz, the efficiency of Intel
Xeon Phi can be compared to CPU efficiency. It stems from the fact that the central
processor core frequency and coprocessor frequency are almost equal.
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From the performance comparison shown in Fig. 4 it can be seen that the per-
formance of CPU is essentially lower than the performance of CPU + Xeon Phi and
CPU + GPU hybrid architectures. As the number of accelerators increase, the perfor-
mance of hybrid system if growing by times. The performance of a system consisting
of two CPU and one coprocessor at 1.2 GHz frequency exceeds performance of 2CPU
+ GPU system, but at maximal processor frequency, the situation is opposite.

3. Test on the basis of GIMM_FPEIVE package

Test of the cluster HybriLIT was also carried out on the basis of GIMM_FPEIVE
program complex that is meant for modeling of thermophysical processes that ap-
pear at material irradiation with ion beams [8]. A particular characteristic of the
package is in its module structure that allows carrying out computations on different
computational platforms.

Compilation of the package was carried out both by means of shareware compilers
GCC and specialized ones such as: Intel Cluster Studio for the systems with Intel pro-
cessors with various options that takes account of the particularities of the architecture
and different levels of optimization. For Intel architecture there were used the follow-
ing options: -march=native was used for GCC compiler and -march=core-avx-i was
used for Intel Cluster Studio compilers. As a result of these options, computation time
cutting for 38% was achieved.

Additional options —env I_MPI _PIN DOMAIN socket -env I_MPI_PIN_ORDER compact
were added in batch script for calculations with Intel Cluster Studio and option
-map-by core for the calculations with GCC compiler. This options allowing to allo-
cate the amount of processes between CPUs on the node.

Fig. 5 depict the maximal and minimal computation time for the different size
of the task at using GCC and Intel Cluster Studio compilers on the basis of MPI
module of GIMM _FPEIVE package on the cluster HybriLLIT. Details of mathematical
statement of problem and parallel algorithm are described in [10]. Numbers on each
diagram show the reached acceleration for each calculation. For methodical purposes,
the number of timesteps was taken relatively small. Maximal time on the diagrams
corresponds a serial execution. Minimal time is chosen from parallel computation
times for different number of MPI processes.
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Figure 5. Value of maximal and minimal computation time for the different size
of the task at using GCC (Open MPI) and Intel (MPI) compilers.

On the basis of CUDA module GIMM_FPEIVE package, computations with the use
of several NVIDIA graphical accelerators were carried out. Fig. 6 depicts computation
speedup on different number of GPU according to computation in a serial mode. All
computations were carried out at compute capability = 3.5.
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Figure 6. a) Dependence of computation speedup on the number of GPU
according to serial computation b) Dependence of computation time on the
task size

One of the peculiarities of using GPU in computations is limited memory of the
device. In order to estimate computations’ efficiency on different types of GPU, com-
putations for the task that exceeds the memory of the accelerator have been carried
out. The comparison was made for Fermi C2050 accelerator with 2.5 Gb memory and
Tesla K40s with 12 Gb memory. The task for Fermi C2050 was carried out in parts
that were transferred to the device sequentially. Task with grid dimension 2000 x 4096
requires 5 Gb GPU memory, and 10 Gb memory for 2000 x 8096 dimension. There-
fore, first case requires to perform an additional data transfer between CPU and GPU,
and three transfers in the second case. Fig. 6b depicts computation time of tasks of
the previously described dimensions on the cluster HybriLLIT and K-100.

As it can be seen in Fig. 6b, data transfer between CPU and GPU takes a lot of
time and computation time on Tesla K40s exceeds computation time on Fermi C2050
by 7 times.

4. Conclusion

The paper presents test results of the heterogeneous cluster HybriLLIT for the solu-
tion of different applied scientific problems. Carried out test allowed to improve system
setting of the cluster, resource manager SLURM, and also to provide user guides on ef-
fective use of the software such as compilers with various options, specialized libraries
and applied program packages. As it can be seen from the obtained results, essential
computation speedup for the chosen test problems have been reached. In particu-
lar, acceleration for MPI applications at using one node increased by 13 times, and
acceleration by 50 times was reached for CUDA applications. Such results prove the
efficiency of using hybrid computation platforms and specialized software for an essen-
tial acceleration of scientific computations to which heterogeneous computing cluster
HybriLLIT is related.
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HccinenoBanue ycKOpeHUsl BbIYUCJIEHUIA MPU PEIlleHun HayYHbIX
3aga4 Ha rereporenHom KJjactepe HybriLIT
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B pabote npesacTaBiaeHbl HEKOTOPBIE PE3YIbTATHI TECTUPOBAHNS BBEIEHHOTO B IKCILTyaTa-
nuio B Jlaboparopun mHGOpMAIUOHHBIX TeXHOJIOrHH OObeIMHEHHOr0 WHCTUTYTA SIEPHBIX
WCCJIEOBAHUN DeTEepPOreHHOro BhruucmTesibHOro Kiacrepa HybriLIT. B cocra kiacrepa
BXOJSIT BBIYMCJUTENbHBIE Y3kl ¢ rpadudeckumu yckopuresnsimu NVIDIA u conporeccopa-
mu Intel Xeon Phi. HeobxomumocTs BBegeHMsT TAaKON BBIYUCIUTEIHLHON MI1aT(OPMBI B COCTAB
MuOTrodyHKIIMOHATLHOTO MWHMOOPMAIMOHHO-BEIYUCUTEIbHOr0 TIeHTpa OUAN obycnosrena
MHPOBO# TeHJIeHIIMEH TPUMEHEHUsI THOPUIHBIX BLIUNCIUTEIbHBIX apXUTEKTYD JJIsI IPOBeie-
HUST MaCCUBHO-TTAPAJIIEIbHBIX BBIYUCIEHUN IPY PEIIEHUN HAayIHO-TTPUKJIATIHBIX 3a7a4d. [Ipo-
BOJMMOE TECTHUPOBAHUE KJIACTEPA MIPECTEIOBAIO IBE OCHOBHBIX IIEJIH, & UMEHHO TECTHPOBA-
Hre 3 @EeKTUBHOCTY HACTPONKHU alllapaTHON 9acTu U 6a30BOr0 IPOrPAMMHOIO 0OeCIIeIeH s,
BKJIIOYAIONIETO B CeOsl OMEPAIMOHHYIO CHCTEMY, IJIAHMPOBINWK 3371a4, (DailjioByI0 CHUCTEMY,
KOMIIUJISATOPBI, & TaKKe HuccjefoBanne 3hMOEKTUBHOCTH WCIIOIb30BAHUS PA3IUIHBIX apXU-
TEKTYD JJIsI PEIIeHUsT KOHKPETHBIX IIPHUKJIAIHBIX 33t C IeJIbI0 BBIPAOOTKH DPEKOMEHTallnii
MOJIL30BATEIISIM TI0 UCITOJIB30BAHUIO CIEIHAIM3NPOBAHHBIX Oubmorek. s peanmsarun Te-
CTHUPOBaHUs KJacTepa Obljaa paspaboTaHa METO/IUKA, BKIIFOYAIOIIAsI B ce0sl TECTOBBIE PACYETHI
KaK C WCIOJIb30BAHMEM CTAHJIAPTHBIX MAKETOB MPOrpaMM, TakKuxX Kak Linpack, Tak u mpo-
rpaMMHBIX KOMILIEKCOB co3aanubix B JINT. 13 nipencraBiieHHBIX B paboTe pe3yIbTaToOB CJie-
JIYET, 9TO UCIOIH30BAHNE THOPUIHBIX BEIUUCIUTEIHHBIX APXUTEKTYD [TO3BOJISIET CYIIECTBEHHO
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YCKOPUTH PEIeHne HayTHO-TIPUKJIATHBIX 3aJ1a4, & TeTEePOreHHbIN BBIYUCIUTEIbHDBIN KIaCTep
HybriLIT aensiercst 3¢pdeKTUBHBIM CPEACTBOM JJIsi JOCTHKEHUS STOHN IIesIH.

KuroueBsbie cioBa: BbICOKOITPOU3BOAUTEJIbHBIEC BBIYUC/IUTEJIbHbIE KOMIIJIEKCBHI, TEXHOJIO-

TUH TapaJIeIbHOTO TPOrPAMMHUPOBAaHNUs, MTPOrpaMMHbIe KoMmInTekchl, Linpack benchmarks,
TeTEPOTEHHbBIE BBITUC/ICHIS.
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