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1. Introduction
The problem to find a real solution of nonlinear system

𝐹(𝑥) = 0, 𝑥 = (𝑥1, 𝑥2,… , 𝑥𝑛)𝑇 ∈ 𝑅𝑛 (1)

has many applications in sciences and engineering [1–19]. In general, the root (zero) of equation (1)
cannot be computed exactly. Most of the numerical methods used for solving this problem are
iterative ones. Recently, many high-order iterative methods are presented in literature, see [1–9, 14,
17, 19] and references therein. Some methods [7, 8] of multiplication and division of two vectors,
understood component-wise, are used. Let 𝑎 = (𝑎1, 𝑎2,… , 𝑎𝑛)𝑇 ∈ 𝑅𝑛 and 𝑏 = (𝑏1, 𝑏2,… , 𝑏𝑛)𝑇 ∈ 𝑅𝑛.
Then

𝑎 ⋅ 𝑏 = (𝑎1𝑏1, 𝑎2𝑏2,… , 𝑎𝑛𝑏𝑛)𝑇 ∈ 𝑅𝑛, (2)
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𝑎
𝑏 = (

𝑎1
𝑏1
, 𝑎2𝑏2

,… ,
𝑎𝑛
𝑏𝑛
)
𝑇
∈ 𝑅𝑛. (3)

The direct consequence of (2) is
𝑎 ⋅ 𝑏 = 𝑏 ⋅ 𝑎. (4)

If 𝑎 = 𝑏 then (2) and (3) can be written as

𝑎2 = 𝑎 ⋅ 𝑎 = (𝑎21, 𝑎22,… , 𝑎2𝑛)
𝑇 ∈ 𝑅𝑛,

1 = (1, 1,… , 1)
𝑇
∈ 𝑅𝑛.

The purpose of this paper is to construct higher-order iterative methods in 𝑅𝑛 with multiplication
and division rules (2) and (3). For obtaining the numerical solutions of the equation (1) we often use
the two-step and three-step iterative methods as shown below:

𝑦𝑘 = 𝑥𝑘 − 𝐹′(𝑥𝑘)−1𝐹(𝑥𝑘),

𝑥𝑘+1 = 𝑦𝑘 − ̄𝑇𝑘𝐹′(𝑥𝑘)−1𝐹(𝑦𝑘) or 𝑥𝑘+1 = 𝑥𝑘 − 𝑇𝑘𝐹′(𝑥𝑘)−1𝐹(𝑥𝑘),
(5)

and

𝑦𝑘 = 𝑥𝑘 − 𝐹′(𝑥𝑘)−1𝐹(𝑥𝑘),

𝑧𝑘 = 𝑦𝑘 − ̄𝑇𝑘𝐹′(𝑥𝑘)−1𝐹(𝑦𝑘),

𝑥𝑘+1 = 𝑧𝑘 − 𝛹̄𝑘𝐹′(𝑥𝑘)−1𝐹(𝑧𝑘).

(6)

Here ̄𝑇𝑘 and 𝛹̄𝑘 are iteration parameters to be determined properly. The convergence order of
iterations (5) and (6) we denote by 𝑝 and 𝜌 = 𝑝 + 𝑞 respectively. We use 𝐶″- convergence order [2]
based on nonlinear residual:

‖𝐹(𝑥𝑘+1)‖
‖𝐹(𝑥𝑘)‖𝜍

= const

or
𝐹(𝑥𝑘+1) = 𝑂(ℎ𝜍), ℎ = 𝐹(𝑥𝑘).

In our previous papers [11, 14] we find the sufficient convergence conditions in term of parameters
̄𝑇𝑘 and 𝛹̄𝑘:

̄𝑇𝑘 = 𝐼 + 𝑂(ℎ), (7a)
̄𝑇𝑘 = 𝐼 + 2𝛩𝑘 + 𝑂(ℎ2), (7b)
̄𝑇𝑘 = 𝐼 + 2𝛩𝑘 + 3𝑑𝑘 + 5𝛩2

𝑘 + 𝑂(ℎ3), (7c)

and

𝛹̄𝑘 = 𝐼 + 𝑂(ℎ), (8a)

𝛹̄𝑘 = 𝐼 + 2𝛩𝑘 + 𝑂(ℎ2), (8b)

𝛹̄𝑘 = 𝐼 + 2𝛩𝑘 + 3𝑑𝑘 + 6𝛩2
𝑘 + 𝑂(ℎ3), (8c)

where

𝛩𝑘 =
1
2𝐹

′(𝑥𝑘)−1𝐹′′(𝑥𝑘)𝜉𝑘,

𝑑𝑘 = −16𝐹
′(𝑥𝑘)−1𝐹′′′(𝑥𝑘)𝜉2𝑘,

𝜉𝑘 = 𝐹′(𝑥𝑘)−1𝐹(𝑥𝑘).

(9)
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Table 1
Summarizing the results of [11]

𝑝 ̄𝑇𝑘 𝑞 𝛹̄𝑘

3 (7a) 1 (8a)

4 (7b) 2 (8b)

5 (7c) 3 (8c)

Table 2
Summarizing the results of [14]

𝜌 = 𝑝 + 𝑞 ̄𝑇𝑘 𝛹̄𝑘

5 (7a) (8b)

(7b) (8a)

6
(7b) (8b)

(7c) (8a)

(7a) (8c)

7 (7b) (8c)

(7c) (8b)

8 (7c) (8c)

Summarizing the results of [11, 14], we present in Tables 1, 2 the convergence orders 𝑝 and 𝜌 of
iterations (5) and (6) respectively.
It is worth noting that the convergence of iterations (5) and (6) was proved under the following

condition
1
2𝐹

′(𝑥𝑘)−1𝐹′′(𝑥𝑘)𝛩𝑘𝐹′(𝑥𝑘)−1𝐹(𝑥𝑘) = 𝛩2
𝑘 + 𝑂(ℎ3), (10)

which holds true due to permutation properties of 𝑞-derivatives (𝑞 ≥ 1) [20]. This paper is organized
in five sections. Section 2 is devoted to constructing fourth-order two-step iterations and family of
parametric two-step iterations. Extensions of some well known scalar methods with fourth order of
convergence to solve systems of nonlinear equations are also discussed in this section. In Section 3,
new two-parametric family of sixth, seventh, and eighth-order three-point iterative methods are
constructed. Computational efficiency of the developed iterations is discussed in Section 4. In
Section 5, we describe the outcomes of numerical experiments to confirm the theoretical analysis
and made a comparison of some methods. Finally, we close with conclusions.

2. Construction of new iterativemethods
First, we consider the following two-step iterations:

𝑦𝑘 = 𝑥𝑘 − 𝐹′(𝑥𝑘)−1𝐹(𝑥𝑘),

𝑥𝑘+1 = 𝑥𝑘 −𝛺𝑘,
(11)

where
𝛺𝑘 = (𝑎𝐹′(𝑥𝑘) + 𝑏𝐹′(𝜂𝑘) + 𝑐𝐹′(𝑦𝑘))

−1(𝛼𝐹(𝑦𝑘) + 𝛽𝐹(𝑥𝑘) + 𝛾𝐹(𝑤𝑘)), (12)

𝑤𝑘 = 𝑥𝑘 + 𝜉𝑘, 𝜂𝑘 = 𝑥𝑘 −
2

3
𝜉𝑘 and 𝑎 + 𝑏 + 𝑐 ≠ 0, 𝑎, 𝑏, 𝑐, 𝛼, 𝛽, 𝛾 are real constants. The convergence of

our iteration (11) is established.

Theorem 5. The convergence order of iteration (11) is equal to four, iff

𝑏 = 3
2(1 − 2𝛾)(1 − 4𝛾), 𝑎 = 1 − 2𝛾 − 𝑏, 𝑐 = 2𝛾,

𝛽 = 1 − 2𝛾, 𝛼 = 1 − 5𝛾 − 4
3𝑏.

(13)
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Proof. The Taylor expansions of 𝐹′(𝑦𝑘) and 𝐹′(𝜂𝑘) at point 𝑥𝑘 give

𝐹′(𝑦𝑘) = 𝐹′(𝑥𝑘)(𝐼 − 2𝛩𝑘 − 3𝑑𝑘) + 𝑂(ℎ3),

𝐹′(𝜂𝑘) = 𝐹′(𝑥𝑘)(𝐼 −
4
3 (𝛩𝑘 + 𝑑𝑘) + 𝑂(ℎ3).

Hence, we have

𝑎𝐹′(𝑥𝑘) + 𝑏𝐹′(𝜂𝑘) + 𝑐𝐹′(𝑦𝑘) = 𝐹′(𝑥𝑘)((𝑎 + 𝑏 + 𝑐)𝐼 − (43𝑏(𝛩𝑘 + 𝑑𝑘) + 𝑐(2𝛩𝑘 + 3𝑑𝑘))) + 𝑂(ℎ3).

From this we get

(𝑎𝐹′(𝑥𝑘) + 𝑏𝐹′(𝜂𝑘) + 𝑐𝐹′(𝑦𝑘))
−1 = 1

𝑎 + 𝑏 + 𝑐(𝐼 +
1

𝑎 + 𝑏 + 𝑐((2𝑐 +
4
3𝑏)𝛩𝑘 +

+ (43𝑏 + 3𝑐)𝑑𝑘) +
1

(𝑎 + 𝑏 + 𝑐)2 (
16
9 𝑏

2 + 4𝑐 + 16
3 𝑏𝑐)𝛩

2
𝑘)𝐹′(𝑥𝑘)−1 + 𝑂(ℎ3).

Similarly, using Taylor expansions of 𝐹(𝑦𝑘) and 𝐹(𝑤𝑘), we get

𝐹′(𝑥𝑘)−1(𝛼𝐹(𝑦𝑘) + 𝛽𝐹(𝑥𝑘) + 𝛾𝐹(𝑤𝑘)) = ((𝛽 + 2𝛾)𝐼 + (𝛼 + 𝛾)𝛩𝑘 + (𝛼 − 𝛾)𝑑𝑘)𝜉𝑘 + 𝑂(ℎ4).

Hence,𝛺𝑘 given by (12) can be rewritten as

𝛺𝑘 =
1

𝑎 + 𝑏 + 𝑐((𝛽 + 2𝛾)𝐼 + (
𝛽 + 2𝛾
𝑎 + 𝑏 + 𝑐(2𝑐 +

4
3𝑏) + 𝛼 + 𝛾)𝛩𝑘 + (𝛼 − 𝛾 +

𝛽 + 2𝛾
𝑎 + 𝑏 + 𝑐(3𝑐 +

4
3𝑏))𝑑𝑘 +

+ (
𝛽 + 2𝛾

(𝑎 + 𝑏 + 𝑐)2 (
16
9 𝑏

2 + 4𝑐 + 16
3 𝑏𝑐) +

𝛼 + 𝛾
𝑎 + 𝑏 + 𝑐(2𝑐 +

4
3𝑏))𝛩

2
𝑘)𝜉𝑘 + 𝑂(ℎ3).

We find the unknown coefficients in (11) such that [11, 14]

𝛺𝑘 = (𝐼 + 𝛩𝑘 + 𝑑𝑘 + 2𝛩2
𝑘)𝜉𝑘.

This condition gives us

𝑎 + 𝑏 + 𝑐 = 1, 𝛽 + 2𝛾 = 1, 2𝑐 + 4
3𝑏 + 𝛼 + 𝛾 = 1,

𝛼 − 𝛾 + 3𝑐 + 4
3𝑏 = 1, 16

9 𝑏
2 + 4𝑐 + 16

3 𝑏𝑐 + (𝛼 + 𝛾)(2𝑐 + 4
3𝑏) = 2.

(14)

The solution of system (14) is (13). �

Thus, the iteration (11) becomes as:

𝑦𝑘 = 𝑥𝑘 − 𝐹′(𝑥𝑘)−1𝐹(𝑥𝑘),

𝑥𝑘+1 = 𝑥𝑘 −𝛺𝑘(𝛾),
(15)

where

𝛺𝑘(𝛾) = ((1 − 2𝛾 − 𝑏)𝐹′(𝑥𝑘) + 𝑏𝐹′(𝜂𝑘) + 2𝛾𝐹′(𝑦𝑘))
−1
((1 − 5𝛾 − 4

3𝑏)𝐹(𝑦𝑘)

+ (1 − 2𝛾)𝐹(𝑥𝑘) + 𝛾𝐹(𝑤𝑘)), 𝑏 = 3
2 (1 − 2𝛾)(1 − 4𝛾),

̄𝑇𝑘 =
𝛺𝑘(𝛾)
𝛩𝑘𝜉𝑘

. (16)

This family includes some well known methods as particular cases. We consider the particular cases
of family (15):
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1. Let 𝛾 = 1

2
. Then by (13) we get 𝑎 = 𝑏 = 𝛽 = 0, 𝑐 = 1, 𝛼 = − 3

2
and (15) leads to

𝑦𝑘 = 𝑥𝑘 − 𝐹′(𝑥𝑘)−1𝐹(𝑥𝑘),

𝑥𝑘+1 = 𝑥𝑘 − 𝐹′(𝑦𝑘)−1( −
3
2𝐹(𝑦𝑘) +

1
2𝐹(𝑤𝑘)),

which is the first iteration obtained by Su in [9].
2. Let 𝛾 = 0. Then by (13) we get 𝛽 = 1, 𝑐 = 0, 𝑏 = 3

2
, 𝑎 = − 1

2
, 𝛼 = −1 and (15) leads to

𝑦𝑘 = 𝑥𝑘 − 𝐹′(𝑥𝑘)−1𝐹(𝑥𝑘),

𝑥𝑘+1 = 𝑥𝑘 − (12𝐹
′(𝑥𝑘) −

3
2𝐹

′(𝑦𝑘))
−1
(𝐹(𝑦𝑘) − 𝐹(𝑥𝑘)),

which is the second iteration obtained by Su in [9].
3. Let 𝛾 = 1

4
. Then by (13) we get 𝑎 = 𝑐 = 𝛽 = 1

2
, 𝑏 = 0, 𝛼 = − 1

4
and (15) leads to

𝑦𝑘 = 𝑥𝑘 − 𝐹′(𝑥𝑘)−1𝐹(𝑥𝑘),

𝑥𝑘+1 = 𝑥𝑘 − (𝐹′(𝑥𝑘) + 𝐹′(𝑦𝑘))
−1
(𝐹(𝑥𝑘) +

1
2𝐹(𝑤𝑘) −

1
2𝐹(𝑦𝑘)).

The following lemma plays key role in constructing high-order iterations.

Lemma 1. The 𝛩𝑘 given by (9) is equal to

𝛩𝑘 =
𝐹(𝑦𝑘)
𝐹(𝑥𝑘)

+ 𝑂(ℎ2). (17)

Proof. The Taylor expansion of 𝐹(𝑦𝑘) at point 𝑥𝑘 gives

𝐹(𝑦𝑘) =
1
2𝐹

″(𝑥𝑘)𝜉2𝑘 −
1
6𝐹

‴(𝑥𝑘)𝜉3𝑘 + 𝑂(ℎ4).

Then
𝐹(𝑥𝑘)−1𝐹(𝑦𝑘) = (𝛩𝑘 + 𝑑𝑘)𝜉𝑘 = 𝛩𝑘𝜉𝑘 + 𝑂(ℎ3),

and thereby using (10) we obtain

𝐹′(𝑥𝑘)−1𝐹′′(𝑥𝑘)𝐹′(𝑥𝑘)−1𝐹(𝑦𝑘) = 𝐹′(𝑥𝑘)−1𝐹′′(𝑥𝑘)𝛩𝑘𝜉𝑘 + 𝑂(ℎ3)

= 2𝛩2
𝑘 + 𝑂(ℎ3).

(18)

On the other hand, the left-hand side of (18) can be described as:

𝐹′(𝑥𝑘)−1𝐹′′(𝑥𝑘)𝐹′(𝑥𝑘)−1𝐹(𝑥𝑘)
𝐹(𝑦𝑘)
𝐹(𝑥𝑘)

= 2𝛩𝑘
𝐹(𝑦𝑘)
𝐹(𝑥𝑘)

. (19)

From (18) and (19) we reach (17). �

Note that the same definition (17) for 𝛩𝑘 was used in the scalar equation case [11]. In ℝ𝑛 with
operations (2) and (3) the iteration parameters ̄𝑇𝑘 and 𝛹̄𝑘 turn out to be determined as vectors, that
permit essentially simplification of implementation algorithms as compared with other existing
methods with same order of convergence.
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Theorem 6. The two-step iteration (5) has a third, fourth and fifth-order convergence if and only if the
parameter ̄𝑇𝑘 satisfies

̄𝑇𝑘 = 1 + 𝑂(ℎ), (20a)
̄𝑇𝑘 = 1 + 2𝛩𝑘 + 𝑂(ℎ2), (20b)
̄𝑇𝑘𝐹′(𝑥𝑘)−1𝐹(𝑦𝑘) = {1 + 𝛩2

𝑘}𝐹′(𝑦𝑘)−1𝐹(𝑦𝑘), (20c)

where 𝛩𝑘 =
𝐹(𝑦𝑘)
𝐹(𝑥𝑘)

, 1 = (1, 1,… , 1)𝑇 ∈ ℝ𝑛.

Proof. In [21] was shown that the fourth order convergence condition [12] is equivalent to:

̄𝑇𝑘 = 1 + 𝛩𝑘 + 2𝛩2
𝑘 + 𝑂(ℎ3). (21)

Using (17), (21) and
̄𝑇𝑘 =

𝑇𝑘 − 𝐼
𝛩𝑘

,

we obtain
̄𝑇𝑘 = 1 + 2𝛩𝑘 + 𝑂(ℎ2).

Analogously, using (20c) we obtain 𝐹(𝑥𝑘+1) = 𝑂(ℎ5). �

Using the expansion

1
1 − 𝑥 = 1 + 𝑥 + 𝑥2 + 𝑥3 +… , ‖𝑥‖ = max

𝑖
|𝑥𝑖| < 1, 𝑥 ∈ ℝ𝑛,

it is easy to show that ̄𝑇𝑘 given by formula

̄𝑇𝑘 =
1 + 𝑎𝛩𝑘 + 𝑏𝛩2

𝑘

1 + (𝑎 − 2)𝛩𝑘 + 𝑑𝛩2
𝑘
, 𝑎, 𝑏, 𝑑 ∈ ℝ, 𝛩𝑘 =

𝐹(𝑦𝑘)
𝐹(𝑥𝑘)

, (22)

satisfies the conditions (20a) and (20b). In this case, the two-step iteration with (22) can be written as:

𝑦𝑘 = 𝑥𝑘 − 𝐹′(𝑥𝑘)−1𝐹(𝑥𝑘),

𝑥𝑘+1 = 𝑦𝑘 −
𝐹(𝑥𝑘)2 + 𝑎𝐹(𝑥𝑘)𝐹(𝑦𝑘) + 𝑏𝐹(𝑦𝑘)2

𝐹(𝑥𝑘)2 + (𝑎 − 2)𝐹(𝑥𝑘)𝐹(𝑦𝑘) + 𝑑𝐹(𝑦𝑘)2
𝐹′(𝑥𝑘)−1𝐹(𝑦𝑘), 𝑎, 𝑏, 𝑑 ∈ ℝ.

(23)

Thus, we have obtained another family of fourth-order iterations (23). Now we consider some
particular cases of this family.
1. Let 𝑏 = 𝑑 = 0. Then (23) leads to

𝑦𝑘 = 𝑥𝑘 − 𝐹′(𝑥𝑘)−1𝐹(𝑥𝑘),

𝑥𝑘+1 = 𝑦𝑘 −
1 + 𝑎𝛩𝑘

1 + (𝑎 − 2)𝛩𝑘
𝐹′(𝑥𝑘)−1𝐹(𝑦𝑘), 𝑎 ∈ ℝ.

This is a generalization of King’s method for the system (1).
2. Let 𝑎 = 𝑏 = 0, 𝑑 = 1. Then (23) leads to

𝑦𝑘 = 𝑥𝑘 − 𝐹′(𝑥𝑘)−1𝐹(𝑥𝑘),

𝑥𝑘+1 = 𝑦𝑘 −
1

(1 − 𝛩𝑘)2
𝐹′(𝑥𝑘)−1𝐹(𝑦𝑘), 𝑎 ∈ ℝ,

which is a generalization of King and Traub’s method for the system (1).
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3. Let 𝑎 = 1, 𝑏 = −1, 𝑑 = 0. Then (23) leads to

𝑦𝑘 = 𝑥𝑘 − 𝐹′(𝑥𝑘)−1𝐹(𝑥𝑘),

𝑥𝑘+1 = 𝑦𝑘 −
1 + 𝛩𝑘 − 𝛩2

𝑘
1 − 𝛩𝑘

𝐹′(𝑥𝑘)−1𝐹(𝑦𝑘),

which is a generalization of Maheshwari’s method for the system (1).
Note that similar extension of King’s, King and Traub’s and Chun’s methods are suggested in [20].
According to the definition given in [20], the family of iteration (23) is the optimal fourth-order one.
Similarly, one can construct the generalization of all known fourth-order methods for system (1).
Analogously, the following theorem is proved:

Theorem 7. The convergence order of two-step iterations (5) equal to five, if ̄𝑇𝑘 satisfies

̄𝑇𝑘 = (𝑑𝐼 + 𝛼𝑡𝑘 + 𝛽𝑡2𝑘)−1(𝑎𝐼 + 𝑏𝑡𝑘 + 𝑐𝑡2𝑘), (24)

where

𝑎 =
(3𝛼 − 26𝛽 + 13𝑐)

5 , 𝑏 =
(𝛼 + 18𝛽 − 14𝑐)

5

𝑑 =
(4𝑐 − 13𝛽 − 𝛼)

5 , 𝛼 + 𝛽 + 𝑐 ≠ 0, 𝛼, 𝛽, 𝑐 ∈ 𝑅.
(25)

Proof. Using the formula (18) and

𝑡𝑘 = 𝐹′(𝑥𝑘)−1𝐹′(𝑦𝑘) = 𝐼 − 2𝛩𝑘 − 3𝑑𝑘 + 𝑂(ℎ3), 𝑠𝑘 = 𝐹′(𝑦𝑘)−1𝐹′(𝑥𝑘),

one can easily shown that (24) satisfies (7c) under (25). �

We consider some special case of (24), (25).

1. Let 𝑐 = 𝛽 = 0. Then by (25) we get 𝑎 = 3𝛼

5
, 𝑏 = −𝛼

5
, 𝑑 = 3𝛼

5
. Substituting these values into (24)

we obtain
̄𝑇𝑘 = (5𝑡𝑘 − 𝐼)−1(3𝐼 + 𝑡𝑘),

which is obtained byWang in [6]. Note that his result is a generalization of method Ham and
Chun (HC5) constructed for the scalar equation case [5].

2. Let 𝛼 = 𝛽 = 0. Then by (25) we get 𝑎 = 13𝑐

5
, 𝑏 = − 14𝑐

5
, 𝑑 = 4𝑐

5
. Substituting these values into (24)

we obtain
̄𝑇𝑘 =

13
4 𝐼 −

7
2 𝑡𝑘 +

5
4𝑡

2
𝑘,

which coincides with result [14, 18].
The formula (24) can be rewritten also in term of 𝑠𝑘 as:

̄𝑇𝑘 = (𝛽𝐼 + 𝛼𝑠𝑘 + 𝑑𝑠2𝑘)−1(𝑐𝐼 + 𝑏𝑠𝑘 + 𝑎𝑠2𝑘),

which includes choices of Cordero et. al. [1] as particular cases.
Now we consider the following two-step iterations

𝑦𝑘 = 𝑥𝑘 − ̄𝑎𝐹′(𝑥𝑘)−1𝐹(𝑥𝑘), ̄𝑎 ∈ 𝑅, ̄𝑎 ≠ 0,

𝑧𝑘 = 𝑦𝑘 − ̄𝑇𝑘𝐹′(𝑥𝑘)−1𝐹(𝑦𝑘).
(26)

For iteration (26), the following result holds:
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Theorem 8. The convergence order of the family of iterations (26) equal to four (five, when ̄𝑎 = 1 ) if ̄𝑇𝑘
is given by

̄𝑇𝑘 = 1 + ( ̄𝑎 + 1)𝛩̄𝑘 + ( ̄𝑎2 + 2 ̄𝑎 + 2)𝛩̄2
𝑘 + ( ̄𝑎2 + ̄𝑎 + 1)𝑑𝑘, (27)

where
𝛩̄𝑘 =

1
̄𝑎2 (

𝐹(𝑦𝑘) + 𝐹(𝑤𝑘)
2𝐹(𝑥𝑘)

− 1) , (28)

𝑑𝑘 =
1
̄𝑎2 (

𝐹(𝑦𝑘) − 𝐹(𝑤𝑘)
2 ̄𝑎𝐹(𝑥𝑘)

+ 1) , (29)

𝑤𝑘 = 𝑥𝑘 + ̄𝑎𝐹′(𝑥𝑘)−1𝐹(𝑥𝑘).

Proof. As in proof of lemma (1), it is easy to show that

𝐹(𝑦𝑘)
𝐹(𝑥𝑘)

= (1 − ̄𝑎)1 + ̄𝑎2𝛩̄𝑘 + ̄𝑎3𝑑𝑘 + 𝑂(ℎ3),

𝐹(𝑤𝑘)
𝐹(𝑥𝑘)

= (1 + ̄𝑎)1 + ̄𝑎2𝛩̄𝑘 − ̄𝑎3𝑑𝑘 + 𝑂(ℎ3).
(30)

From (30) we find 𝛩̄𝑘 and 𝑑𝑘 and obtain (28), (29) with accuracy 𝑂(ℎ3). So fourth order (fifth order
when ̄𝑎 = 1) convergence condition [14] is satisfied for (27) with (28), (29). �

The adaptation of formula (27) in 𝑅𝑛 with operations of multiplication and division of vectors
extremely easily realized by (28), (29).
Note that in (26) only one inverse of 𝐹′(𝑥𝑘) is required, whereas in the iteration (5) with ̄𝑇𝑘 defined

by (20c) two inverses of 𝐹′(𝑥𝑘) and 𝐹′(𝑦𝑘) are required.

3. The three-stepmethods
Now consider three-step iterations

𝑦𝑘 = 𝑥𝑘 − 𝐹′(𝑥𝑘)−1𝐹(𝑥𝑘),

𝑧𝑘 = 𝜙𝑘(𝑥𝑘, 𝑦𝑘),

𝑥𝑘+1 = 𝑧𝑘 − 𝛹̄𝑘𝐹′(𝑥𝑘)−1𝐹(𝑧𝑘).
(31)

Here 𝑧𝑘 = 𝜙𝑘(𝑥𝑘, 𝑦𝑘) is the iteration function of order 𝑝 ≥ 2.

Theorem 9. The methods (31) have order of convergence 𝑝 + 1, 𝑝 + 2, 𝑝 + 3 if and only if the parameter
𝛹̄𝑘 satisfies

𝛹̄𝑘 = 1 + 𝑂(ℎ), (32a)

𝛹̄𝑘 = 1 + 2𝛩𝑘 + 𝑂(ℎ2), (32b)

𝛹̄𝑘𝐹′(𝑥𝑘)−1𝐹(𝑧𝑘) = {1 + 2𝛩2
𝑘}𝐹′(𝑦𝑘)−1𝐹(𝑧𝑘), (32c)

respectively. The proof of this theorem is the same as Theorem 7 thus we omit it here. By virtue of
Theorem 2 in [14] the iterations (31) has order of convergence 𝑝 + 3 if and only if 𝛹̄𝑘 satisfies (see
also Table 1).

𝛹̄𝑘 = 𝐼 + 2𝛩𝑘 + 3𝑑𝑘 + 6𝛩2
𝑘 + 𝑂(ℎ3). (33)
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Using Taylor expansions of 𝐹′(𝑦𝑘) and 𝐹′(𝑦𝑘)−1 one can easily show that (33) equivalent to:

𝛹̄𝑘 = 𝐹′(𝑦𝑘)−1𝐹′(𝑥𝑘) + 2𝛩2
𝑘 + 𝑂(ℎ3), 𝛩𝑘 =

𝐹(𝑦𝑘)
𝐹(𝑥𝑘)

.

Then by (4) we get

𝛹̄𝑘𝐹′(𝑥𝑘)−1𝐹(𝑧𝑘) = 𝐹′(𝑦𝑘)−1𝐹(𝑧𝑘) + 2𝐹′(𝑥𝑘)−1𝐹(𝑧𝑘)𝛩2
𝑘 + 𝑂(ℎ3)

= 𝐹′(𝑦𝑘)−1(1 + 2𝛩2
𝑘)𝐹(𝑧𝑘) + 𝑂(ℎ3),

in which we used 𝐹′(𝑥𝑘)−1 = 𝐹′(𝑦𝑘)−1 + 𝑂(ℎ).
Thus, we obtain 𝑝 + 3 order three-step iterations

𝑦𝑘 = 𝑥𝑘 − 𝐹′(𝑥𝑘)−1𝐹(𝑥𝑘),

𝑧𝑘 = 𝜙𝑝(𝑥𝑘, 𝑦𝑘),

𝑥𝑘+1 = 𝑧𝑘 − (1 + 2(
𝐹(𝑦𝑘)
𝐹(𝑥𝑘)

)
2
)𝐹′(𝑦𝑘)−1𝐹(𝑧𝑘).

(34)

If we use ̄𝑇𝑘 given by (24), (25) in (34) we obtain a family of eighth-order three-step iterations:

𝑦𝑘 = 𝑥𝑘 − 𝐹′(𝑥𝑘)−1𝐹(𝑥𝑘),

𝑧𝑘 = 𝑦𝑘 − (𝑑𝐼 + 𝛼𝑡𝑘 + 𝛽𝑡2𝑘)−1(𝑎𝐼 + 𝑏𝑡𝑘 + 𝑐𝑡2𝑘)𝐹′(𝑥𝑘)−1𝐹(𝑦𝑘),

𝑥𝑘+1 = 𝑧𝑘 − (1 + 2(
𝐹(𝑦𝑘)
𝐹(𝑥𝑘)

)
2
)𝐹′(𝑦𝑘)−1𝐹(𝑧𝑘),

(35)

where 𝑎, 𝑏 and 𝑑 are given by (25). Besides of (31), we can consider the family of three-step iterations:

𝑦𝑘 = 𝑥𝑘 − ̄𝑎𝐹′(𝑥𝑘)−1𝐹(𝑥𝑘), ̄𝑎 ∈ 𝑅, ̄𝑎 ≠ 0,

𝑧𝑘 = 𝑦𝑘 − ̄𝑇𝑘𝐹′(𝑥𝑘)−1𝐹(𝑦𝑘),

𝑥𝑘+1 = 𝑧𝑘 − 𝛹̄𝑘𝐹′(𝑥𝑘)−1𝐹(𝑧𝑘).

(36)

For method (36) holds true:

Theorem 10. The convergence order of the family of iterations (36) equal to seven (eight, when ̄𝑎 = 1 ) if
̄𝑇𝑘 is given by (27) and

𝛹̄𝑘 = 1 + 2𝛩̄𝑘 + 6𝛩̄2
𝑘 + 3𝑑𝑘. (37)

where 𝛩𝑘 and 𝑑𝑘 are given by (28) and (29) respectively.

Proof. By Theorem 8 we prove that 𝐹(𝑧𝑘) = 𝑂(ℎ𝑝), 𝑝 = 4 in case ̄𝑎 ≠ 1 and 𝑝 = 5 in case ̄𝑎 = 1.
The 𝑝 + 3 order of convergence condition (33) of (36) is realized as (37). So the convergence order of
iterations equals to seven (eight, when ̄𝑎 = 1). �

The combination of (15), (23), (20), (24), (27)–(29) and (32) (or Theorem 5–8 with Theorem 9, 10)
gives us a wide set of iterative methods with convergence order 𝜌 (see Table 3). Below we list only the
most effective methods of them.

– The fifth-order methods:

𝑦𝑘 = 𝑥𝑘 − 𝐹′(𝑥𝑘)−1𝐹(𝑥𝑘),

𝑧𝑘 = 𝑦𝑘 − 𝐹′(𝑥𝑘)−1𝐹(𝑦𝑘),

𝑥𝑘+1 = 𝑧𝑘 − (1 + 2
𝐹(𝑦𝑘)
𝐹(𝑥𝑘)

)𝐹′(𝑥𝑘)−1𝐹(𝑧𝑘);

(38)
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Table 3
Iterative methods with convergence order 𝜌

𝜌 ̄𝑇𝑘 𝛹̄𝑘 𝜌 ̄𝑇𝑘 𝛹̄𝑘 𝜌 ̄𝑇𝑘 𝛹̄𝑘 𝜌 ̄𝑇𝑘 𝛹̄𝑘

5

(20a) (32b)

6

(20a) (32c)

7

(16) (32c)

8

(20c) (32c)

(20b) (32a) (20b) (32b) (20b) (32c) (24) (32c)

(16) (32a) (22) (32b) (22) (32c) (27) (32c)
𝑎 = 1

(22) (32a) (27) (32b) (27) (32c) (7c) (8c)
𝑎 ≠ 1 𝑎 ≠ 1

(27) (32a) (16) (32b) (20c) (32b)
𝑎 = 0

(7c) (32a) (24) (32b)

(24) (32a) (27) (32b)
𝑎 = 1

𝑦𝑘 = 𝑥𝑘 − 𝐹′(𝑥𝑘)−1𝐹(𝑥𝑘),

𝑧𝑘 = 𝑦𝑘 − (1 + 2
𝐹(𝑦𝑘)
𝐹(𝑥𝑘)

)𝐹′(𝑥𝑘)−1𝐹(𝑦𝑘),

𝑥𝑘+1 = 𝑧𝑘 − 𝐹′(𝑥𝑘)−1𝐹(𝑧𝑘),

(39)

and

𝑦𝑘 = 𝑥𝑘 − 𝐹′(𝑥𝑘)−1𝐹(𝑥𝑘),

𝑧𝑘 = 𝑥𝑘 − (1 +
𝐹(𝑦𝑘)
𝐹(𝑥𝑘)

)𝐹′(𝑥𝑘)−1𝐹(𝑥𝑘),

𝑥𝑘+1 = 𝑧𝑘 − (1 + 2
𝐹(𝑦𝑘)
𝐹(𝑥𝑘)

)𝐹′(𝑥𝑘)−1𝐹(𝑧𝑘).

(40)

– The sixth order methods:

𝑦𝑘 =𝑥𝑘 − 𝐹′(𝑥𝑘)−1𝐹(𝑥𝑘),

𝑧𝑘 =𝑥𝑘 −𝛺𝑘(𝛾),

𝑥𝑘+1 = 𝑧𝑘 − (1 + 2
𝐹(𝑦𝑘)
𝐹(𝑥𝑘)

)𝐹′(𝑥𝑘)−1𝐹(𝑧𝑘).

(41)

Note that the iteration (2.19) in [8] is a particular case of (41) when 𝛾 = 0.

𝑦𝑘 = 𝑥𝑘 − 𝐹′(𝑥𝑘)−1𝐹(𝑥𝑘),

𝑧𝑘 = 𝑦𝑘 −
𝐹(𝑥𝑘)2 + 2𝐹(𝑥𝑘)𝐹(𝑦𝑘) + 𝑐𝐹(𝑦𝑘)2

𝐹(𝑥𝑘)2 + (𝑎 − 2)𝐹(𝑥𝑘)𝐹(𝑦𝑘) + 𝑑𝐹(𝑦𝑘)2
𝐹′(𝑥𝑘)−1𝐹(𝑦𝑘), 𝑎, 𝑐, 𝑑 ∈ ℝ,

𝑥𝑘+1 = 𝑧𝑘 − (1 + 2
𝐹(𝑦𝑘)
𝐹(𝑥𝑘)

)𝐹′(𝑥𝑘)−1𝐹(𝑧𝑘).

(42)
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Most easy case of (42) is obtained when 𝑎 = 2, 𝑐 = 𝑑 = 0. Another sixth-order iteration obtained
from (34) is

𝑦𝑘 = 𝑥𝑘 − 𝐹′(𝑥𝑘)−1𝐹(𝑥𝑘),

𝑧𝑘 = 𝑦𝑘 − 𝐹′(𝑥𝑘)−1𝐹(𝑦𝑘),

𝑥𝑘+1 = 𝑧𝑘 − (1 + 2(
𝐹(𝑦𝑘)
𝐹(𝑥𝑘)

)
2
)𝐹′(𝑦𝑘)−1𝐹(𝑧𝑘),

(43)

because of ̄𝜏𝑘 = 1 in (43) and 𝐹(𝑧𝑘) = 𝑂(ℎ3) (see Table 2).

𝑦𝑘 = 𝑥𝑘 − 𝐹′(𝑥𝑘)−1𝐹(𝑥𝑘),

𝑧𝑘 = 𝑦𝑘 − (1 + (
𝐹(𝑦𝑘)
𝐹(𝑥𝑘)

)
2
)𝐹′(𝑦𝑘)−1𝐹(𝑦𝑘),

𝑥𝑘+1 = 𝑧𝑘 − 𝐹′(𝑥𝑘)−1𝐹(𝑧𝑘).

(44)

– The seventh order methods:

𝑦𝑘 =𝑥𝑘 − 𝐹′(𝑥𝑘)−1𝐹(𝑥𝑘),

𝑧𝑘 =𝑥𝑘 −𝛺𝑘(𝛾),

𝑥𝑘+1 = 𝑧𝑘 − (1 + 2(
𝐹(𝑦𝑘)
𝐹(𝑥𝑘)

)2)𝐹′(𝑦𝑘)−1𝐹(𝑧𝑘).

(45)

Note that when 𝛾 = 1/2, the iteration (45) converted to iteration (2.18) given in [8].

𝑦𝑘 = 𝑥𝑘 − 𝐹′(𝑥𝑘)−1𝐹(𝑥𝑘),

𝑧𝑘 = 𝑦𝑘 −
𝐹(𝑥𝑘)2 + 2𝐹(𝑥𝑘)𝐹(𝑦𝑘) + 𝑐𝐹(𝑦𝑘)2

𝐹(𝑥𝑘)2 + (𝑎 − 2)𝐹(𝑥𝑘)𝐹(𝑦𝑘) + 𝑑𝐹(𝑦𝑘)2
𝐹′(𝑥𝑘)−1𝐹(𝑦𝑘), 𝑎, 𝑐, 𝑑 ∈ ℝ,

𝑥𝑘+1 = 𝑧𝑘 − (1 + 2(
𝐹(𝑦𝑘)
𝐹(𝑥𝑘)

)
2
)𝐹′(𝑦𝑘)−1𝐹(𝑧𝑘),

(46)

and

𝑦𝑘 = 𝑥𝑘 − 𝐹′(𝑥𝑘)−1𝐹(𝑥𝑘),

𝑧𝑘 = 𝑦𝑘 − (1 + (
𝐹(𝑦𝑘)
𝐹(𝑥𝑘)

)
2
)𝐹′(𝑦𝑘)−1𝐹(𝑦𝑘),

𝑥𝑘+1 = 𝑧𝑘 − (1 + 2
𝐹(𝑦𝑘)
𝐹(𝑥𝑘)

)𝐹′(𝑥𝑘)−1𝐹(𝑧𝑘).

(47)

– The eighth order methods:

𝑦𝑘 = 𝑥𝑘 − 𝐹′(𝑥𝑘)−1𝐹(𝑥𝑘),

𝑧𝑘 = 𝑦𝑘 − (1 + (
𝐹(𝑦𝑘)
𝐹(𝑥𝑘)

)
2
)𝐹′(𝑦𝑘)−1𝐹(𝑦𝑘),

𝑥𝑘+1 = 𝑧𝑘 − (1 + 2(
𝐹(𝑦𝑘)
𝐹(𝑥𝑘)

)
2
)𝐹′(𝑦𝑘)−1𝐹(𝑧𝑘),

(48)

and method (36) with ̄𝑎 = 1.
Note that in (36) only one inverse of 𝐹′(𝑥𝑘) is required, whereas in other three-step iterations (44),
(47), (48), (35) with seventh and eighth-order of convergence two inverses of 𝐹′(𝑥𝑘) and 𝐹′(𝑦𝑘) are
required.
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Remark 1. Using the generating function method [13] one can easily show that the following
replacements

1 + 2𝛩𝑘 ⇒
1 + 𝑎1𝛩𝑘 + 𝑏1𝛩2

𝑘

1 + (𝑎1 − 2)𝛩𝑘 + 𝑐1𝛩2
𝑘
, 𝑎1, 𝑏1, 𝑐1 ∈ 𝑅,

1 + 𝛩2
𝑘 ⇒

1 + 𝑎2𝛩𝑘 + 𝑏2𝛩2
𝑘

1 + 𝑎2𝛩𝑘 + (𝑏2 − 1)𝛩2
𝑘
, 𝑎2, 𝑏2 ∈ 𝑅,

1 + 2𝛩2
𝑘 ⇒

1 + 𝑎3𝛩𝑘 + 𝑏3𝛩2
𝑘

1 + 𝑎3𝛩𝑘 + (𝑏3 − 2)𝛩2
𝑘
, 𝑎3, 𝑏3 ∈ 𝑅,

in the above mentionedmethods are also possible and in this case the convergence order maintained.
In this way, we obtain multi-parametric families of iterations.

Note that in [3] the three-step iterations (3), (4), (5) were considered. The original idea is to have
the weight functions 𝑄1 and 𝑄2 chosen in such a way that the method will be of order higher than
4. But this was not successful as the numerical experiments will show. If we use the operations (2)
and (3) in [3] then 𝑄1 and 𝑄2 satisfy the conditions (20) and (32). So their method indeed has a sixth
order convergence. It should be also pointed out that in [10] another definition of division of vectors
was introduced and the extensions of some iterations in multidimensional case were considered by
means of matrix 𝑋 such that 𝑋𝑎 = 𝑏 i.e. 𝑎

X
−→ 𝑏. But find such matrix 𝑋 is not easy task.

4. Computational efficiency
In practice, a method is considered computationally efficient if it has higher convergence order
and low computational cost. The computational efficiency index of iterative technique is calculated
by [15]

𝐸 = 𝑝
1
𝐶 ,

where 𝑝 is order of convergence and 𝐶 = 𝑑 + 𝑜𝑝 stands for the total computational cost per iteration,
𝑑 is the number of function evaluations and 𝑜𝑝 is the number of products and quotients per iteration.
We discuss the computational efficiency of the proposed methods and made comparisons between
these and existing methods of similar nature. We denote by 𝐶𝑖 and 𝐸𝑖 the total cost and efficiency
index for 𝑖-th method. The 𝐸𝑖 of the presented iterative methods is given in Table 4.
From Table 4, we see that the iterative method (36) has higher efficiency index. Specific property

of our proposed methods is that they are much easier to implement as compared to other methods.
In fact, each step of our methods requires to solve only one linear system. So passing from 𝑥𝑘 to 𝑥𝑘+1
is realized by solving three linear systems all together. While all other methods of order 𝑝 = 5, 6, 7, 8
require to solve at least seven or eight linear systems [14, 16]. It makes the algorithms computationally
more efficient. Thus, our methods are more simple and guarantee high computational efficiency as
compared to other same order existing iterative techniques.

5. Results and discussion
The numerical experiments are carried out to confirm the theoretical results obtained in the previous
sections. To get this aim, we consider several test problems, some of them are from real-life problems,
e.g., Lane-Emden type equation and 2D Bratu problem.
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Table 4
Comparison of computational efficiency

№ methods 𝑝 𝐶𝑖 𝐸𝑖

1 (38) 5 𝐶1 =
1

3
𝑛3 + 3𝑛2 + 17

3
𝑛 51/𝐶1

2 (39) 5 𝐶2 =
1

3
𝑛3 + 4𝑛2 + 17

3
𝑛 51/𝐶2

3 (40) 5 𝐶3 =
1

3
𝑛3 + 4𝑛2 + 14

3
𝑛 51/𝐶3

4 (41), 𝛾 = 0 6 𝐶4 =
1

3
𝑛3 + 5𝑛2 + 16

3
𝑛 61/𝐶4

5 (42), a=2 6 𝐶5 =
1

3
𝑛3 + 4𝑛2 + 17

3
𝑛 61/𝐶5

𝑐 = 𝑑 = 0

6 (43) 6 𝐶6 =
2

3
𝑛3 + 5𝑛2 + 13

3
𝑛 61/𝐶6

7 (44) 6 𝐶11 =
1

3
𝑛3 + 4𝑛2 + 14

3
𝑛 61/𝐶11

8 (45) 7 𝐶7 =
2

3
𝑛3 + 5𝑛2 + 16

3
𝑛 71/𝐶7

9 (46) 7 𝐶8 =
1

3
𝑛3 + 5𝑛2 + 16

3
𝑛 71/𝐶8

10 (47) 7 𝐶9 =
1

3
𝑛3 + 5𝑛2 + 16

3
𝑛 71/𝐶9

11 (48) 8 𝐶10 =
2

3
𝑛3 + 5𝑛2 + 13

3
𝑛 81/𝐶10

12 (36) 8 𝐶12 =
1

3
𝑛3 + 4𝑛2 + 17

3
𝑛 81/𝐶12

The experiments were made with an Intel Core processor i5-4590, with a CPU of 3.30 GHz and
4096 MB of RAMmemory. For comparison, we consider the proposed 𝜌-order methods (𝜌 = 5, 6, 7, 8)
and methods proposed in [17], [19], [18] and [14], namely, 𝑇1, PM7, NLM8, and ZMO8, respectively.
We also consider the sixth and seventh order methods (2.18) and (2.19) in [8]. In Tables 5–8, we give
the error between two consecutive iterations ‖𝑥𝑘 − 𝑥𝑘−1‖, computational order of convergence 𝜌𝑐
(see [17, 19]) is given by

𝜌𝑐 =
ln(‖𝑥𝑘+1 − 𝑥𝑘‖/‖𝑥𝑘 − 𝑥𝑘−1‖)
ln(‖𝑥𝑘 − 𝑥𝑘−1‖/‖𝑥𝑘−1 − 𝑥𝑘−2‖)

.

In addition, we include the elapsed CPU time (in seconds) in these tables. For each case, the
following stopping criterion is used to terminate the iterations:

‖𝑥𝑘 − 𝑥𝑘−1‖2 ≤ 10−150.

Example 1. As a first example, we have taken the following small system (see [8]):

𝑥(1)𝑥(2) + 𝑥(3)(𝑥(2) + 𝑥(4)) = 2,

𝑥(1)𝑥(3) + 𝑥(2)(𝑥(1) + 𝑥(4)) = 1,

𝑥(1)𝑥(4) + 𝑥(3)(𝑥(1) + 𝑥(2)) = 3,

𝑥(3)𝑥(2) + 𝑥(1)(𝑥(2) + 𝑥(4)) = 1.

The initial vector is 𝑥0 = {−4,−3, −6, −6}𝑇 for the solution 𝑥∗ = {−1.04, 0.26, −1.64, −1.64}𝑇.
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Table 5
Comparison of methods for Example 1

Methods 𝑘 ‖𝑥𝑘 − 𝑥𝑘−1‖ 𝜌𝑐 e-time

(38) 4 0.9003e-321 4.99 0.9486

(39) 4 0.1245e-342 4.99 0.9656

(40) 4 0.1983e-306 4.99 1.2112

SSK5 [22] 4 0.3751e-433 4.99 1.2507

𝑇1 [17] 4 0.4856e-591 4.99 1.2586

(41), 𝛾 = 1/2 4 0.4756e-801 5.99 1.6553

(41), 𝛾 = 0 [8] 4 0.1132e-714 5.99 1.3688

(42), a=2 4 0.7142e-602 5.99 1.1804

𝑐 = 𝑑 = 0

(43) 4 0.7623e-634 5.99 1.3362

(44) 4 0.4561e-711 5.99 1.2558

(45), 𝛾 = 0 4 0.2456e-1002 6.99 1.4639

(45), 𝛾 = 1/2 [8] 4 0.3452e-1220 6.99 1.1154

(46), a=2 4 0.1138e-1009 6.99 1.0325

𝑐 = 𝑑 = 0

(47) 4 0.1988e-1179 6.99 1.7041

PM7 [19] 4 0.7145e-1051 6.99 1.9620

(48) 4 0.9001e-2007 7.99 1.5592

(36) 4 0.8124e-4832 7.99 1.1801

NLM8 [18] 4 0.4356e-2089 7.99 1.7416

ZMO8 [14] 4 0.9140e-1991 7.99 1.1874

Example 2. Consider a system with 20 equations (see [6, 19]):

𝑥(𝑖) − cos (2𝑥(𝑖) −
4

∑
𝑗=1

𝑥(𝑗)) = 0,

𝑖 = 1, 2,… , 20.

The solution of this system is 𝑥∗ = {0.5149, 0.5149,… , 0.5149}𝑇. We choose the initial approximation
𝑥0 = {1, 1,… , 1}𝑇 for obtaining the solution 𝑥∗.

Example 3. We consider the singular boundary value problem (SBVP) [23]:

𝑢″(𝑥) + 2
𝑥𝑢

′(𝑥) + sin𝑢(𝑥) = 0, 𝑢(0) = 1, 𝑢′(0) = 0.
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Table 6
Comparison of methods for Example 2

Methods 𝑘 ‖𝑥𝑘 − 𝑥𝑘−1‖ 𝜌𝑐 e-time

(38) 4 0.6894e-589 4.99 15.838

(39) 4 0.2611e-306 4.99 15.837

(40) 4 0.6894e-589 4.99 15.791

SSK5 [22] 4 0.5781e-568 4.99 23.215

𝑇1 [17] 4 0.4856e-591 4.99 24.622

(41), 𝛾 = 1/2 4 0.1374e-1121 5.99 12.036

(41), 𝛾 = 0 [8] 4 0.7735e-1156 5.99 12.823

(42), a=2 4 0.8521e-1107 5.99 11.022

𝑐 = 𝑑 = 0

(43) 4 0.9195e-1225 5.99 15.005

(44) 4 0.9353e-1292 5.99 12.828

(45), 𝛾 = 0 4 0.3459e-2153 6.99 16.432

(45), 𝛾 = 1/2 [8] 4 0.5977e-2102 6.99 18.955

(46), a=2 4 0.9521e-2080 6.99 11.885

𝑐 = 𝑑 = 0

(47) 4 0.1142e-2181 6.99 11.891

PM7 [19] 4 0.4326e-2298 6.99 37.862

(48) 4 0.1717e-3730 7.99 8.9289

(36) 4 0.7355e-4562 8.00 8.1871

NLM8 [18] 4 0.7145e-4451 7.99 26.246

ZMO8 [14] 4 0.9784e-4962 7.99 26.384

After applying finite difference formulas the problem is reduced to a system of 𝑛 − 1 nonlinear
equations with 𝑛 − 1 unknowns:

𝑢𝑘−1 − 2𝑢𝑘 + 𝑢𝑘+1
ℎ2 + 1

𝑥𝑘
(
𝑢𝑘−1 − 𝑢𝑘+1

ℎ ) + sin𝑢𝑘 = 0, 𝑘 = 1, 2, 3,…𝑛 − 1.

We set 𝑛 = 101 and take the initial guess 𝑢0 = (0.2, 0.2,… , 0.2)𝑇.

Example 4. We consider the 2D Bratu problem [19]:

𝑢𝑥𝑥 + 𝑢𝑦𝑦 + 𝜆𝑒ᵆ = 0,

𝛺 ∶ {(𝑥, 𝑦) ∈ 0 ≤ 𝑥 ≤ 1, 0 ≤ 𝑦 ≤ 1},

𝑢 = 0 on 𝜕𝛺,

where 𝑢 = 𝑢(𝑥, 𝑦).
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Table 7
Comparison of methods for Example 3

Methods 𝑘 ‖𝑥𝑘 − 𝑥𝑘−1‖ 𝜌𝑐 e-time

(38) 4 0.6894e-419 4.99 33.349

(39) 4 0.2611e-400 4.99 33.353

(40) 4 0.6894e-409 4.99 32.975

SSK5 [22] 4 0.7561e-457 4.99 42.121

𝑇1 [17] 4 0.8245e-492 4.99 41.714

(41), 𝛾 = 1/2 4 0.2456e-1007 5.99 64.782

(41), 𝛾 = 0 [8] 4 0.4781e-1089 5.99 64.209

(42), a=2 4 0.8521e-1107 5.99 29.247

𝑐 = 𝑑 = 0

(43) 4 0.2145e-1059 5.99 43.619

(44) 4 0.9353e-1020 5.99 61.839

(45) 4 0.3785e-1992 6.99 62.167

(45), 𝛾 = 1/2 [8] 4 0.5977e-1988 6.99 61.453

(46), a=2 4 0.9521e-1997 6.99 59.098

𝑐 = 𝑑 = 0

(47) 4 0.1142e-1999 6.99 59.917

PM7 [19] 4 0.1756e-2001 6.99 101.86

(48) 4 0.1717e-2650 7.99 63.181

(36) 4 0.2751e-5821 8.00 58.567

NLM8 [18] 4 0.1457e-2775 7.99 120.09

ZMO8 [14] 4 0.6789e-2811 7.99 121.55

Applying the finite-difference formulas the problem is reduced to the nonlinear systems:

𝑢𝑖,𝑗+1 − 4𝑢𝑖,𝑗 + 𝑢𝑖+1,𝑗 + 𝑢𝑖,𝑗−1 + 𝑢𝑖−1,𝑗 + ℎ2𝜆𝑒ᵆ𝑖,𝑗 = 0,

where 𝑢𝑖,𝑗 is 𝑢 at (𝑥𝑖, 𝑦𝑗) and 1 ≤ 𝑖, 𝑗 ≤ 𝑁. For obtaining a large nonlinear system
of size 100 × 100, we take 𝑁 = 11 and 𝜆 = 0.1. The initial vector is 𝑢0 =
0.1(sin(𝜋𝑥1) sin(𝜋𝑦1), sin(𝜋𝑥2) sin(𝜋𝑦2),… , sin(𝜋𝑥10) sin(𝜋𝑦10))

𝑇 for the nonlinear system.
As can be observed from the Tables 5–8, the performance of the proposed methods is better than

that of existingmethods in terms of accuracy and CPU time. The comparison for considered problems
shows that our method (36) is the fastest as compared to the other methods. The main reason is that
for method (36) the inverse of 𝐹′ is used only once in per iteration.
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Table 8
Comparison of methods for Example 4

Methods 𝑘 ‖𝑥𝑘 − 𝑥𝑘−1‖ 𝜌𝑐 e-time

(38) 4 0.4215e-655 4.99 50.452

(39) 4 0.7653e-696 4.99 50.955

(40) 4 0.4579e-678 4.99 49.857

SSK5 [22] 4 0.1658e-622 4.99 60.921

𝑇1 [17] 4 0.4901e-602 4.99 62.103

(41), 𝛾 = 1/2 4 0.2145e-812 5.99 83.325

(41), 𝛾 = 0 [8] 4 0.3457e-805 5.99 111.35

(42), a=2 4 0.9114e-833 5.99 57.112

𝑐 = 𝑑 = 0

(43) 4 0.1342e-799 5.99 82.717

(44) 4 0.2456e-843 5.99 83.840

(45), 𝛾 = 0 4 0.4589e-1411 6.99 82.105

(45), 𝛾 = 1/2 [8] 4 0.9756e-1543 6.99 81.535

(46), a=2 4 0.7946e-1611 6.99 81.397

𝑐 = 𝑑 = 0

(47) 4 0.6789e-1589 6.99 81.912

PM7 [19] 4 0.1456e-1566 6.99 123.82

(48) 4 0.8599e-2316 7.99 85.183

(36) 4 0.6981e-2712 7.99 81.127

NLM8 [18] 4 0.7895e-2178 7.99 143.08

ZCO8 [14] 4 0.4879e-2002 7.99 143.66

Conclusions
The main contributions of this paper are:

– We propose new fourth and fifth order two-step methods for solving the system of nonlinear
equations in 𝑅𝑛 with the operations of multiplication and division of vectors.

– We extend the well-known two-point optimal fourth-order methods that designed for solving
nonlinear equations to the systems of nonlinear equations. These are unexpected and elegant
results.

– We also proposed 𝑝 (5 ≤ 𝑝 ≤ 8)- order three-step iterative methods for solving the systems of
nonlinear equations. These families of methods include some known methods as particular
cases. Moreover, if we use generating function methods in these methods we obtain multi-
parametric families of iterative methods.
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– The proposed methods (exception of (35)) are simple and require solving three linear systems,
whereas the existing methods of the same order convergence require to solve at least seven
or eight linear systems. Moreover, they based on a multiplicity of vector by vector, instead of
matrix-vector multiplication that inherent in other methods. Both these two factors make our
algorithms computationally efficient and in principle new approach to construct higher order
iterations.

– To illustrate the high efficiency and accuracy of the proposed methods, the numerical
experiments are carried out on both academic and real world problems. Finally, based on
numerical results, one can conclude that our methods are the most efficient and fastest than
the existing ones of similar nature.
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Разработка и адаптация итерационных методов высшего
порядка в 𝑅𝑛 с конкретными правилами
Т. Жанлав1, 2, Х. Отгондорж2

1 Институт математики и цифровой технологии, Монгольская академия наук, Улан-Батор, 13330,
Монголия
2Монгольский государственный университет науки и технологии, Улан-Батор, 14191, Монголия

Аннотация. В данной работе мы предлагаем двухшаговые итерационные методы четвёртого и пятого
порядков для решения систем нелинейных уравнений в 𝑅𝑛 с использованием операций векторного
умножения и деления. Некоторые из предложенных оптимальных методов четвёртого порядка рассмат-
риваются как расширение известныхметодов, разработанныхисключительно для решения нелинейных
уравнений. Мы также разработали трёхточечные итерационные методы 𝑝-порядка (5 ≤ 𝑝 ≤ 8) для реше-
ния систем нелинейных уравнений, которые включают некоторые известные итерации как частные
случаи. Проведён расчёт и сравнение вычислительной эффективности новыхметодов. Представлены ре-
зультаты численных экспериментов для подтверждения теоретических выводов относительно порядка
сходимости и вычислительной эффективности. Сравнительный анализ демонстрирует превосходство
разработанных численных методов.

Ключевые слова: нелинейные системы, методы типа Ньютона, порядок сходимости, вычислительная
эффективность, трёхшаговая итерация


