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Abstract. In this paper, we study a queuing system with a single-capacity storage device and queue updating.
An update is understood as the following mechanism: an application that enters the system and finds another
application in the drive destroys it, taking its place in the drive. It should be noted that systems with one or
another update mechanism have long attracted the attention of researchers, since they have important applied
significance. Recently, interest in systems of this kind has grown in connection with the tasks of assessing
and managing the age of information. A system with a queue update mechanism similar to the one we are
considering has already been studied earlier in the works of other authors. However, in these works we were
talking about the simplest version of the system with Poisson flow and exponential maintenance. In this paper,
we consider a phase-type flow and maintenance system. As a result of our research, we developed a recurrent
matrix algorithm for calculating the stationary distribution of states of a Markov process describing the stochastic
behavior of the system in question, and obtained expressions for the main indicators of its performance.
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1. Introduction

The tasks related to the assessment and management of information age, which were initiated in [1-
13], revived interest in the study of systems with various kinds of updating mechanisms. One of
these systems is a system with a queue update mechanism [14], the essence of which is that an
application entering the system and finding another application in the drive “kills” it and takes its
place in the drive. This ensures that the information transmitted by the application is updated as
quickly as possible, which is extremely important for real technical systems implementing service
complexes for which the time factor plays the most important role. A system with this queue update
mechanism was considered in [7, 15, 16]. However, the authors of these papers considered a system
with Poisson flow and exponential maintenance, which, according to Kendall’s notation, is usually
encoded as M/M/1/1. It is known that such models of queuing systems allow us to obtain only
rough estimates of the characteristics of real technical systems, since single-parameter distributions
do not make it possible to take into account all the features of the protocols of modern dispatch
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control and data collection systems, random multiple access from several remote sender nodes,
multistep information transmission routes, etc. Therefore, in this paper we have followed the path of
generalization, assuming that the time intervals between the receipt of applications and the duration
of their service are random variables with phase-type distributions. This circumstance will allow us
to subsequently use the universality of phase-type distributions to build more accurate models of
real technical systems.

2. Description of the model

A single-line queuing system (QS) with a single-capacity storage device is considered, which receives
a recurrent flow of applications with a phase-type distribution function (DF) A(¢):

Al)=1—-ale1, t>0, all=1,

admitting an irreducible PH representation (a, A) of order I [17]. The duration of the application
service has a phase type DF B(f) with an irreducible PH representation of the order m:

B{t)=1-gTeM1, t>0, fT1=1

Consider the QS with queue update. This means that an application that enters the system and finds
the drive busy displaces the application from the drive and takes its place. The repressed application
leaves the system and does not return to it anymore. In accordance with Kendall’s notation, the QS in
question will be encoded as PH/PH/1/1 with queue update (Fig. 1).

[x]

Figure 1. QS PH/PH/1/1 with queue update

3. Mathematical model

Based on the probabilistic interpretation of the PH distributions, the functioning of the QS under
consideration is described by a homogeneous Markov process (MP) {X(¢), t > 0} over the state space

2
2 = %

k=0

where 24 ={(1,0),i = 1,1}, Zj = {(k.i, j),i=1,1j=Lm}, k=1,2.

Here X(t) = (i, 0) if at time ¢ the system is empty and the process of generating a new application is
in phase i. In turn, equality X(¢t) = (k, i, j) means that in the system of k applications, the process of
generating a new application is in phase i, and maintenance is in phase j.

It follows from the irreducibility of PH distributions [17] that all states of the process {X(¢), ¢t > 0}
are reported, the process itself is ergodic, and the limiting probabilities

pio = lim P{X(t) = (i, 0},
pikj = }LTOP{XO) = (l’ k’])}’
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Figure 2. Diagram of transitions of MP X (t) to states 2 for A

strictly positive, independent of the initial distribution, and consistent with stationary probabilities.
Let’s introduce vectors:

Pg = (P10 -+ > Dio) »
P;{ = (P1k1s -+ » Dikms =+ » Pik1> -+ » Plkm) s kK = 1,2.

Stationary probabilities {py, k = 0,1, 2} are the only solution to the system of equilibrium equations
(SEE):

0" = pjA+p{I®p), (€
0" = pj(Aa’ ® B7) + p{(A ® M) + p; U ® uf"), @
0T =pTAa" @D+ plAOM + 1T @ I), (3)
with the condition of normalization s
D pil=1. (4)
k=0

Hereafter 1 = —A1, u = —M1, the sign ® means the Kronecker product, and the sign @ means the
Kronecker sum of matrices.

Let’s explain the conclusion of the SEE (1)-(3) using the MP transition scheme X(¢) on the interval
(t,t + A), where A is a “small” time interval.

The subset of states 2, can be accessed from the subset 27 due to the end of the application
service on the device with an intensity characterized by the vector u (Fig. 2). In addition to this
transition, Fig. 2 shows two more situations in which the process does not go beyond the subset Z:
during A there will be no change in the generation phases, or vice versa — the generation phases
change.

The first situation is reflected by the elements of the main diagonal of the matrix A, taken with
the opposite sign, which we will denote diag(A), and the second is the non-diagonal elements of this
matrix, which we will denote A — diag(A). In a subset of states 27, during 4, it is possible to get from
the subset Z; due to the receipt of a new application, which occurs with an intensity characterized
by the vector 4. At the same time, we take into account that the generation of the next application
immediately begins, and the choice of the initial phase occurs in accordance with the probability
vector a. In addition, the subset .27 during A can be accessed from the subset .2, by the end of the
service with an intensity determined by the vector u. In this case, the initial phase of the service of
the next application is selected in accordance with the probabilistic vector . The third possibility is
to remain in this subset due to the fact that the passage of the current generation and maintenance
phases will not be completed during A. This possibility is reflected by the intensities equal to the
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elements of the main diagonal of the matrix A @ M, taken with the opposite sign. Either due to 4
there will be changes in the phases of generation or maintenance, which reflect intensities equal to
the non-diagonal elements of the matrix A @ M (Fig. 3).

2,
Tema
[A®M —diagAdM)a ., X, _ DO I-[-diagA® M)]A

(Aa" @ 1A

2o

Figure 3. Diagram of transitions of MP X (t) to states .27 for A

Now let’s explain the derivation of equation (3). In the subset 2, for the time 4 you can get in by
receiving a new application as from a subset 27, while remaining inside a subset of .Z,. In both
cases, the given transition occurs with intensities equal to the corresponding coordinates of the
vector 4, and ends with the choice of a new generation phase in accordance with the vector « (Fig. 4).
In addition, as in the previous case, there are two possibilities to remain in the subset Z5: due to the
fact that there are no changes in 4 it will happen, or only a change of generation or maintenance
phases will occur.

[T @T+A®M —diagAd M)A, Z, _ O I-[-diag(A® M)]A
(AT ®I)

2

Figure 4. Diagram of transitions of MP X (¢) to states 27 for A

4. Solution of the SEE

Let’s move on to solving the SEE (1)-(4), noting that we are interested not in numerical, but in the
analytical solution of a system of equations, that is, analytical expressions in explicit form both to
determine the performance indicators of the system itself and to obtain similar results for numerous
special cases of the system under consideration. Before proceeding to the direct solution of the SEE,
we introduce notation and prove the validity of a number of auxiliary correlations.
Let’s introduce the matrices
Vv=AQABT-D-IQM, (5)
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V=A@OM+1TQI,
W =-A®pNH%
W = -(Aa" @DV,
W= [T+ W+ WeW)HUI @ 1)].
Let’s prove that the following lemmas are valid.

Lemma 1.

(6)
@)
®)
©)

VI ®18T) =1® up’. (10)

Proof. Given (5), we get:
VWI®1BH)=(A®ABT-D-I1eM)I®187) = (A®18T18T) — (A ® 18) — (I ® M1BT).

Further, noting that 871 = 1 and M1 = —u, we obtain the right part (10).

O
Lemma 2.
—(A®gNHAa" ® 7). 1n
Proof. Obviously, if we consider that A1 = —A. O
Lemma 3.
-pi(A®B") = piV. (12)

Proof. Multiplying equation (2) on the right by the matrix I ® (187 — I, we get:
0" =pf(Aa" @ B)(I® 1" - D) + plA®M)(I® 1" - D) + pII ® up") (I® 1" - I)).

Let’s consider each term of the right part separately:

pi(Aa” ® BT (I® (1T - D) = p3(Aa” ® fT18") — pi(Aa’ @ p7) =

= p;(Aa” @ BT) — pi(aa” @ BT) = 07,

piA®M)(I®1BT-D)=plAQI+I®@M)(I® (1T - D) =
=pl(A®RT-D+I®MQART—1) =

=pl (A®ABT-D)-ITQuBT—1Q M) = p{ (,—ITQ up”),

pxIQpp")(1® A" - D) = pyU @ uf"1f") - p;(I @ p") = 0.
So,
0" =p{(% —I®up").
Therefore,
pi% = p{(I ® up).
Next, multiplying equation (1) on the right by (I ® 8T), we obtain

0" = pf(A® B") + p{T @ up™).

Given the obtained equality in the expression for pTV;, we come to the formula (12). Thus, the

lemma is proved.

O
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The main result of this section is formulated in the form of a theorem.

Theorem 5. The stationary distribution {py, x € 2} is determined by the formulas:

P =q"Ww, (13)
p1 = pA W, (14)
pi = piW, (15)

where q is the only solution to the system of equations
q5 (A + 2aT) = 07, (16)
q1=1. (17)

Proof. First, we substitute (14) and (15) into the equations (1)-(3) and let’s make sure that after
substitution they turn into identities.
Let’s start with equation (1). Multiply it on the right by the matrix (I ® B7). As a result, we get:

= pi(A®E") + Py ® up").
Considering (7) and (10), we arrive at the identity for equation (1):
=piA®E") — pi(A® O U ®187).
Next, consider equation (2), which, taking into account (11) and (15), is written as:
=-p;(A®FHAa" ®I) + p{(A ® M) + p{ W @ up").

Next, taking into account (10) and (12), we get:

= p{V%(1a" ® D) + p{(A & M) + p/ W %I ® 157).
And finally, multiplying both parts of the obtained ratio on the right by (I ® 187), we arrive at the

identity for equation (2).
Substitute (14) and (15) in equation (3):
=pimpAa” @I) + plWyW(A DM + AaT @ I).

Considering (6) and (8), we obtain the identity for equation (3).
Next, we multiply the equations (1)-(3) to the right, look at the matrix (I ® 1) of the corresponding
dimension and sum up the obtained equalities. As a result, we get

0" = pfA + p{I ® p) + piAa” + p{(A® 1)-
-plI@mw+piI@m+pl(Aa" ®1) + p; (AR 1)-
- p;I Q)+ p;(Aa’ ®I) = pj(A + Aa’)+
+pf A+ NI @D+ pl(A+ DI ®1) =
=[p{+ (] + PHA® D] (A + 2aT). (18)
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Substitute (14) and (15) into equations (18). As a result, we get:
0" = [p§ + (PE W + Po V)T ® D] (A + Aa”). 19
Considering (9), we write the system (19) in the form (16):
0T = pIw(A + Aal),
i.e. the vector p} W is satisfies the system (16) and, therefore,
piw = Cq”. (20)

Since the matrix of coefficients A + AaT of the system (16) is indissoluble due to the irreducibility
of the PH representation (&, A), this system, taking into account (17) has a unique solution [18].
It remains for us to define C. According to (4), we have

pi1+p1+pi1=1,
which, taking into account (14) and (15), we write in the form:
Pol+ poWpl + pyWeWil = 1,
The resulting equality, taking into account (9) and (20), has the form
piwi1l=Cq™1 =1.

However, according to (17) "1 = 1. Therefore, C = 1. So, we have shown that p W coincides with
the vector q, i.e. to determine p,, we can use formula (13), having previously determined q from the
system (16)-(17). We were convinced of the validity of formulas (14) and (15) earlier by substituting
them in SEE (1)-(3) and turning the equations of the system into identities.

Thus, the theorem is proved. O

5. Markov chains nested at the moment of entry of applications into the
system

Let’s build a Markov chain (MC) embedded in MP X(t) at the moments ¢ + 0 of receipt of applications

to the system over a set of states:
2

55:4;r = U ’%A_tk’
k=1
where 2 = {(k,j),j =1,m}, k=1,2.

The state (k, j) means that immediately after the application is received in the system, there are
k applications in it and at the same time the service process is in phase j, j = 1,m, k = 1,2. It was
received immediately for maintenance and the selection of the maintenance phase was carried out
instantly at the time of its receipt in accordance with the initial distribution set by the vector 8.

To determine the stationary probabilities p} ., x € 2, the states of the nested MC will use the
results of the work [19]. In accordance with the recommendations of this work, we will differentiate
the jumps of MP X(¢), considering the jumps associated with the receipt of applications into the system
to be “correct”. At the same time, it should be noted that in our system, the incoming application
cannot be lost, but when the drive is busy, it “kills” the application located in it. Considering the
above, and also applying the formulas of [19] to calculate the stationary distribution of states of the
nested MC, we come to the following result:

T 1
pj{—,l :ng('1®ﬁT)’
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1 1
P, = [T +pila@D =7 [17-pf]4, 21

T PN
where p} " = (DA (1) Pagomy)s 4 = (—aTATI) 7L

Next, we will build a MC embedded in the MP X(¢) at the moments ¢t — 0 of the receipt of applications
into the system. The set of states of a given MC will be determined:

where 27 ={(0)}, Z5 ={(k.j).j =1, m}, k=1,2.

The state (0) means that immediately before the first application was received into the system,
the system was empty, and the state (k, j) means that immediately before the next application was
received into the system, there were k applications in it, and at the same time the application on the
device was serviced in phase j.

In accordance with the result of [19], we obtain:

_ 1
pA,O = Zpg‘ls
_ 1

pax’=7PkA®D, k=12 (22)

where pj " = (D4 (1) -+ Pagiom))-

From (21) and (22) it follows that

+ T _ T - T

Pa2 =DPay tPay - (23)

Formula (23) means that in order for there to be two applications in the system immediately after
the receipt of the next application, it is necessary and sufficient that there should be one or two
applications immediately before the next application is received. In the first case, the incoming
application will take up free space in the drive. In the second case, it will displace (“kill”) the
application in the drive and take its place.

6. Main indicators of system performance

As noted earlier, there is no loss of applications in the system we are considering due to lack of
storage space. However, some applications leave the system without waiting for service. Let’s call
them “unsuccessful”. An application becomes “unsuccessful” if there are two conditions: firstly, at
the moment ¢ — 0 it enters the system, there must be one or two applications in the system, which
will automatically turn it into an application waiting for the device to be released, and secondly,
its waiting time should be longer before generation of the next application, which will force our
application to leave the system by implementing a queue update mechanism. Thus, the time spent
by the “unsuccessful” application in the system is equal to the time until the next application is
generated. To calculate the probability that the application will be “unsuccessful”, consider the
following probabilities [20]:

a = ﬁTf eMtdA(t)l,
0

a, = ocT/ eMdB(01.
0
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Note that a; is a possibility that the service of the application on the device will not be completed
during the time before the next request is generated.

Let’s denote by 7 the probability that the next application received by the system will be
“unsuccessful”. Considering the above, it can be argued that

7=0a,"+pa,")1-a =1 - p o, (24)

y=1=7=pao+ a- P;x,o)az-

Let’s denote by 1, the intensity of the flow of “successful” applications, and by 1 the intensity of
the outgoing flow. It is obvious that
A’A = Ay,

Ap = u(1 — p¥1), whereu = (—-fTM~11)~L.

In stationary mode, 14, = Ap, from where we get another not so obvious formula for y:
y=5£a-pi. (25)

Obviously, if you enter the notation for the system load p = 2 and for the device utilization factor
u

u = 1— pl1, then the formula (25) can be written as

Considering that only “successful” applications are serviced in the system, formula (26) acquires
a quite obvious probabilistic meaning: the utilization factor of the device is equal to the loading of
the system with “successful” applications.

7. Conclusion

The paper investigates a single-line service system with queue updates and phase-type distributions.
As aresult, a recurrent matrix algorithm has been developed to calculate the stationary distribution
of states of the Markov process describing the stochastic behavior of the system, and expressions
for the main indicators of its performance have been obtained. The considered system is planned
to be used as a mathematical model in the tasks of analyzing and managing the age of information.
The authors are confident that this study will allow them to obtain sufficiently accurate estimates of
the age of information for real technical systems in the future, due to the universality of phase-type
distributions.
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AHanus cuctembl OGCHy)KMBaHMSI eAMHM‘-IHOﬁ €éMKOCTHU
C pacnpeaeneHnamm cba3oaoro TUna u o6HOBNEeHMEM
oyepeaun

C. 1. MaTioweHko, K. E. Camyiinos, H. HO. MpuueHko

Poccuiicknii yHuBepcuTeT apyx6bl HapoaoB, ya. Muknyxo-Maknas, g. 6, MockBa, 117198, Poccuiickas
depepayms

AnHoTaums. B jaHHOI paboTe BcCIefyeTcs OAHOINHEHNHAs CHUCTEeMa MaCCOBOTO OBCIIy)KMBaHMs C HAKOIIUTe-
JleM eIMHUYHOIN EMKOCTH 1 0OHOBIeHHeM odepen. ITos 0GHOBIEHEM IOHUMAETCS CAeAYIOII MeXaHI3M:
3a5BKa, IIOCTYIAIOLAsl B CUCTEMY U 3acCTalollas B HAKOIIKTeJIe APYTYIO 3asABKY, YHUUTOXKAET eé, 3aHUMas eé
MecTo B Hakonurese. CiaefyeT 3aMeTHUTD, YTO CUCTEMBI C TeM MU MHBIM MeXaHU3MOM OOHOBJIEHUS JaBHO
IIpHBJIEKAIOT BHUMaHNe UccleoBaTeel, IIOCKOJIbKY NIMeIOT BayKHOe IIPUKJIaJHOe 3HaUeHHe. B rociesHee
BpeMs MHTepec K CUCTeMaM IT0J00HOr0 pojia BEIPOC B CBA3H C 33JjauaMU OlleHKU U YIIPaBJIeHUsI BO3PaCTOM
nHapopmaruu. CucTeMa ¢ MeXaHN3MOM OOHOBJIEHUS OYePeH, II0f00HAsE pacCMaTPUBAEMOM HaMU, Y)Ke HC-
cleioBasiach paHee B paboTax APyrux aBTopoB. OfHAKO B 9TUX PaboTax pedb LIa O IIPOCTEHIeM BapraHTe
CHCTeMBI C IIyaCCOHOBCKUM IIOTOKOM U 9KCIIOHEHIIMaJIbHBIM 00CIy)KUBaHUeM. B faHHOIT paboTe MBI paccMaT-
pHBaeM CHCTeMy C IIOTOKOM U 06CIy>kuBaHHeM (Pa3oBOro TUIA. B pe3ysbTaTe IpoBeIEHHOTO MCCIeJOBAHUS
HaMu ObLI paspaboTaH PeKypPeHTHBIM MaTPUYHBIN aJITOPUTM AJII PacuéTa CTallMOHAPHOTO pacIipefeleHUs
COCTOSTHUI MapKOBCKOTI'O IIPOIiecca, OMKCHIBAIOIIEr0 CTOXaCTUYeCKoe [T0BeleHre pacCMaTPHUBaeMOM CHCTEMBI,
U TIOJIy9eHbI BBIPAXKEHUS [IJIs OCHOBHBIX ITOKa3aTeell eé IPOU3BOAUTENbHOCTH.

KnioyeBble cnoBa: CrCTeMa MacCOBOIO OOCTyKMBAaHNSA, pacripezieleHre $ha3oBOro THIIA, MEXaHNU3M OOHOBIEHNS
ouepenu



