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Abstract. The blockage of the propagation path is one of the major challenges preventing the deployment of
fifth-generation New Radio systems in the millimeter-wave band. To address this issue, the Integrated Access and
Backhaul technology has been proposed as a cost-effective solution for increasing the density of access networks.
These systems are designed with the goal of avoiding blockages, leaving the question of providing quality-of-
service guarantees aside. However, the use of multi-hop transmission negatively impacts the end-to-end packet
latency. In this work, motivated by the need for latency reduction, we design a new link activation policy for
self-backhauled Integrated Access and Backhaul systems operating in half-duplex mode. The proposed approach
utilizes dynamic queue prioritization based on the number of packets that can be transmitted within a single
time slot, enabling more efficient use of resources. Our numerical results show that the proposed priority-based
algorithm performs better than existing link scheduling methods for typical system parameter values.
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1. Introduction

The digitalization of many areas of human activity relies upon a communication system capable of
providing a wide range of services. The 5th generation (5G) mobile networks enable the provision
of different services including Enhanced Mobile Broadband (eMBB), Ultra-Reliable Low-Latency
Communications (URLLC), and Massive Machine-Type Communications (mnMTC).

The services provided by 5G networks require improvements in various performance indicators.
For example, eMBB needs to offer high throughput (up to 10 Gbps) and support high mobility devices
(up to 500 km/h). URLLC requires delay reduction down to one millisecond. Finally, for mMTC
services, the number of connected devices must be increased to up to 10 million per square kilometer,
while also improving their energy efficiency [1].

In order to provision the required performance indicators in 5G, significant changes have been
made to the architecture and operations of the 5G core (5GC) and radio access networks (RAN). For
example, flexibility and adaptability in synchronization procedures, as well as the allocation and
splitting of bands into subcarriers, have been increased. Additionally, modulation, coding, and error
correction have been improved [2].

In addition to enhancing the RAN functionality, an important technical innovation of 5G is its
substantially expanded frequency range. This allows for higher throughput by allocating vast
bandwidth at high frequencies (greater than 24 GHz), while maintaining wide coverage through
the utilization of lower frequencies. It is worth noting though that communications in the new high-
frequency spectrum suffer from high propagation losses and require significant capital expenditures
for upgrading and expanding network hardware infrastructure. In particular, as the coverage area
of a base station is reduced due to propagation issues, network densification is necessary, which
involves increasing the number of access points (APs) per unit area.

One way to densify 5G networks is to utilize the Integrated Access and Backhaul (IAB) technology.
It employs relay nodes that are not wired connected to the core network as additional APs. The
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interference issues in the resulting multi-hop wireless network call for the half-duplex transmission,
meaning that no network node can receive and transmit data at the same time. In turn, a half-duplex
system requires an efficient link activation policy, which determines over which links data can be
transmitted at any given time.

In this paper, we aim to design a new link activation policy for 5G IAB networks that allows for
packet delay reduction and throughput maximization and can be employed in both centralized and
distributed manners. The rest of the paper is structured as follows. First, in Section 2, we discuss
the IAB technology and briefly overview the related work. Then, we formalize the model of an IAB
network in Section 3 and propose a new link activation policy in Section 4. Next, in Section 5, we
obtain realistic simulation parameters and numerically evaluate performance of the proposed policy
in comparison with well-known link activation algorithms. Conclusions are drawn in the last section.

2. Background and related work

To minimize capital expenditures in deploying dense 5G networks, the 3GPP (3rd Generation
Partnership Project) standardization body has proposed the IAB [3]. IAB allows to use relay nodes
that are not directly connected to the core network as relaying APs. As depicted in figure 1, there are
two types of APs in an IAB network: an IAB donor directly connected to the core network by a wired
link, and one or more IAB nodes which transmit traffic from or to the core network through the IAB
donor. The wireless links in the IAB network are divided into two types: access links between an
AP and a User Equipment (UE), and backhaul links between APs. Both types of links use a shared
time-frequency resource, as the name of the technology implies.

IAB donor IAB node D User Equipment (UE)

()

access link

backhaul Tnk

SDAP Central Unit, CU
PDCP

BAP Mobile-Termination, MT
RLC

MAC Distributed Unit, DU
PHY

Figure 1. The main components of the IAB network

The IAB technology is based on the distributed architecture of 5G networks. This architecture
separates the layers of the data transfer protocol stack between central and distributed units, as
shown in figure 1. A Distributed Unit (DU) implements Radio Link Control (RLC), Medium Access
Control (MAC), and Physical Layer (PHY). The DU is present at each AP and ensures the establishment,
maintenance, and termination of radio connections. The Central Unit (CU) implements Service Data
Adaptation Protocol (SDP) and Packet Data Convergence Protocol (PDCP). The CU is only present
in the donor and provides connection with the core network. Each IAB node contains a Mobile
Termination (MT). This component supports the Backhaul Adaptation Protocol (BAP), which forwards
data streams that travel through multiple IAB nodes to and from the IAB donor.

In the first IAB standardization document [3] released in 2018, the IAB network was defined as
a multi-hop wireless network with static APs and the ability of path selection. Also, the standard
provides a list of possible options for implementation. For example, either in-band or out-of-band
backhauling can be used. The use of time, frequency, or spatial multiplexing is permitted, as is end-
to-end or hop-by-hop automatic repeat request (ARQ). The resource allocation is not fully determined
by the standard, and has been explored in various research projects. For an extensive review, see [4].

As previously mentioned, the IAB standard allows the simultaneous operation of access and
backhaul links within the same frequency band. This reduces the downtime for the radio resources,
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but also increases interference [5]. Each transmitter interferes with all other active receivers in
the network, except the one it is communicating with. The high-frequency 5G spectrum allows for
directional transmission, reducing interference in many channels. Nevertheless, interference that
occurs during simultaneous reception and transmission remains significant [6].

To eliminate interference caused by simultaneous reception and transmission in the IAB network,
the standard [3] recommends using the half-duplex mode. This mode helps to reduce interference by
limiting the number of channels on which transmission occurs at any given time. More precisely, half-
duplex mode prevents any AP in the IAB network from receiving and transmitting data simultaneously.
Although the half-duplex mode limits the network throughput and increases delays, it is an effective
and simple way to reduce interference.

To efficiently implement half-duplex, it is essential to schedule transmission over links. This can be
done by dividing time into slots and marking each link with 1 (ON) if it is allowed to transmit in the slot
and 0 (OFF) otherwise [7-10]. Such link scheduling permits to ensure that the half-duplex constraints
are met and to optimize selected performance metrics. For example, in [9] the link scheduling
algorithm maximizes minimal user throughput, in [10] it optimizes the sum of user throughputs, and
in [7, 8, 11] it targets some convex function of user throughput (such as the sum of logarithms).

In [7-11] the link scheduling is performed by solving an optimization problem with the objective
function of throughput. On the other hand, constructing a queuing model of the studied network
allows to evaluate and optimize the delay [12, 13], as well as to prove the stability of the network under
some scheduling algorithms with any acceptable rates of incoming traffic [11, 14]. This approach was
used to derive a number of link scheduling algorithms for general multi-hop wireless networks with
interference, and in particular several throughput optimal greedy dynamic algorithms for efficient
centralized control of multi-hop networks, which choose a transmission mode based on the current
system state via argmin or argmax. Backpressure [15] is the most recognized throughput-oriented
algorithm for network control and can be utilized for link scheduling, routing or flow control problems
[11, 16-18]. While backpressure handles queue lengths, such algorithms as the largest weighted delay
first [19, 20], oldest cell first [21] and delay-based backpressure [22] use packet delays to specify the system
state. The latter is the delay-based version of backpressure and allows to reduce the maximum packet
delay in the original backpressure algorithm. The a-algorithm [23] is a modification of backpressure
aimed at reducing the total delay while remaining optimal in throughput. It uses a constant a > 1 as
a per-component power in the backpressure algorithm to point up the longest queues. The af-algorithm
[24] algorithm aims to reduce the probability of buffer overflow and thus to provide shorter queue
lengths and smaller delays. The activation of a link in this algorithm depends on the lengths of all
queues that packets have passed before this link and will pass after.

The introduction of the IAB technology has revived interest in existing link scheduling methods for
multi-hop wireless networks, however they should be analysed and modified by taking into account
the specifics of IAB and the needs of 5G services. The present paper provides a step in this direction.

3. Model formalization

We consider a half-duplex IAB network where transmission takes place over either access or backhaul
links at any given time. Furthermore, alink may be activated in either the uplink or downlink direction.
We assume that the throughput of each link is constant. Additionally, we assume that all data packets
traversing the network have the same size, and thus, in what follows, a packet is used as a unit of data.

We represent the considered IAB network as a directed graph consisting of four vertices as shown
in figure 2. The vertices represent the IAB donor (the circle), the IAB node (the square), the UEs
connected to the IAB donor (modeled as a single vertex and depicted by the left triangle), and the UEs
connected to the IAB node (also modeled by a single vertex, the right triangle). The edges correspond
to the communication links for direct wireless transmission. In what follows we use the terms vertices
and nodes, as well as edges and links interchangeably.

The links are divided into uplink, which carry packets from UEs to the IAB donor, and downlink,
carrying data from the IAB donor to UEs. Furthermore, a link can be either backhaul, responsible for
data transmission between the IAB donor and node, or access, connecting UE nodes to their access
points, see figure 2.

Each link of the IAB network graph can be viewed as a server accompanied by a queue of unlimited
size where packets awaiting transmission are stored. The system can thus be represented by a queuing
network depicted in figure 3. It consists of I = 6 service nodes (or queues) with queues 1, 3 and 5
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corresponding to the downlink links, and 2, 4 and 6 - to the uplink. Queues 1 and 2 are coupled
with backhaul links, and the rest — with the access links. Packets departing queue 1 enter queue 3,
and packets departing queue 4 enter queue 2, which describes the two-hop transmission. Packets
departing queues 2, 3, 5, 6 leave the system. The set of all queues is denoted by J.

Backhaul

3§ B2

‘T Access

UEs

Figure 2. The considered IAB network as a directed graph
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Figure 3. The queuing network corresponding to the modeled IAB network

The system is considered in discrete time indexed by k = 0,1, 2, ... . We denote by a;(k) the number
of packets exogenously arriving to the i-th queue in time slot k > 0. We have a,(k) = as(k) = 0 for
all k > 0, because packets entering queues 2 and 3 are first serviced in stations 4 and 1, respectively.
For each of the remaining queues i € 7, = {1,4, 5, 6} it is assumed that a;(k), k > 0, are independent
and identically distributed (i.i.d.) random variables with finite first and second moments. We denote
the row vector of arrivals in time slot k by a(k) = (a;(k));cs. The arrival rate to queue i is equal to the
expectation of a;(k) and denoted by 1; = Ea;(k).

We say that a packet is served when it is transmitted over a link, and that a queue is served (or
active) when the packets it holds are serviced. The service duration is assumed exactly one time slot.
Packets are served in batches. The maximum size of a batch that can be served in queue i in one time
slot is fixed and denoted by ¢; € N. The column vector ¢ = (¢;);eg is called the link capacity vector. If
the number of packets in an active queue i is fewer than ¢;, then all packets in the queue are served
in the time slot, otherwise packets are taken for service according to the discipline First Come First
Served (FCFS), i.e., in the order of arrival.
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The IAB specifics impose constraints on simultaneous activation of queues. By a transmission
mode we understand a feasible combination of simultaneously active queues. Queues i and j such
thati € {1,2} and j € {3,4,5, 6} and the queues 1 and 2, 3 and 4, and 5 and 6, pairwise cannot be
active in the same time slot due to the half-duplex constraints. Moreover, to maximize resource
utilization, we do not consider transmission modes that activate fewer queues than allowed by the
constraints. This results in the following transmission modes for the system: {1}, {2}, {3, 5}, {4, 6},
{4, 5}, {3, 6}. We denote the set of these transmission modes by © and assume they are indexed by
I=1,...,,L, L = |@| = 6, in the above order.

To specify the connectivity corresponding to the transmission modes listed above, we define, for
each 6 € O, an I X I matrix F with elements

1, ifieo, (i,)j)€{13), 42)}
fi=1-1, ifiee, j=i, i€, )

0, otherwise.

We denote the set of such matrices by ¥ and let them be ordered and indexed as in ©. Since
there is a one-to-one correspondence between the sets # and ©, in what follows, we will specify
a transmission mode by either 6 € © or F € ¥ interchangeably.

We assume that in each time slot only one transmission mode can be applied by a controller. Thus,
in each time slot k, the system operates according to F(k) € F.

Figure 4 shows the timing of events in a time slot k > 0, by which we understand the time [f;, t;1),
where A = .., —t; is a constant time slot duration. At the beginning of time slot k the system assumes
a transmission mode F(k) for the time slot. Then, the queues activated by F(k) are served. Served
packets from queues 2, 3, 5 and 6 depart the system, and served packets from queues 1 and 4 move,
respectively, to queues 3 and 2. Then, before the end of time slot k, new packets arrive into the system
and join queues 1, 4, 5, 6. Thus, no packet can join and depart a queue in one time slot.

time slot k

A
tk( \: br+1

T
A

t
exogenous arrivaIsT

service of activated queues

transmission mode selection

state q(k)

Figure 4. Timing of events in the considered model

Denote by q(k) = (q;(k));eg a row vector whose entry q;(k) is the number of packets in queue i at the
beginning of time slot k. Let q(0) = 0 be a zero row vector of length I. Let a row vector s(k) = (s;(k));eg
with entries

si(k) = min(c;, qi(k)), i€, )

represent the number of packets that will be served in queue i in time slot k if the queue is active
in this slot. Now, vector q(k + 1) defining the system state in time slot k + 1 relates to q(k) and the
transmission mode F(k) as

q(k + 1) = q(k) + s(k)F(k) + a(k), k>o0. (3)
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In what follows, we also assume that the transmission mode F(k) € & chosen in time slot k depends
only on the system state at time k given by q(k). A function 7(q(k)) = F(k) will be referred to as the
link scheduling (or control) policy.

The capacity region of the system is defined as the set of all combinations of arrival rates (1;, 4, 4s,
Ag) such that there exists a control policy that provides a finite time-average number of packets in the
system operating with these rates as k - o0. Having a finite average number of packets in all queues
is considered as a network stability criterion. A control policy providing network stability for all sets
of arrival rates in the capacity region is called throughput optimal [25].

For the considered model, the network capacity region can be obtained as follows. Let p; be the
fraction of time when transmission mode 6}, | = 1, ..., L, is applied given some control policy 7. Note

that Zszl p; = 1 as only one transmission mode can be applied in each time slot. Now, the condition
for the system to have a finite average number the packets can be written as

Ae S ¢6(Ps+ Do) Ag < ca(Ps+ Ps)s

)
As < cs(ps + ps), 41 < c3(ps + Do)
By dividing each inequality by the capacity of the corresponding link and then summing up, we
obtain the capacity region of the system in the form

A A s A 24 22
R I ) Wl Wi P ) (5)
Ce Cy Cs C3 Cy C

As a key performance indicators we consider the average end-to-end delay D and the 99th percentile
of the end-to-end delay probability distribution, denoted by Ry. The end-to-end delay is defined
for each packet that has departed the system as its sojourn time in the system. We also consider
such important aspects of every control policy as its throughput optimality and the control-induced
overhead.

4. Centralized and distributed priority-based link scheduling

The idea behind the proposed priority-based link scheduling algorithm is as follows. To chose the
transmission mode, we first prioritize the transmission modes according to whether the activated
thereby queues hold more packets than can be served in one time slot. Then, among the transmission
modes with the highest priority, we choose the one providing transmission of the greatest number of
packets. This approach is similar to the P-TREE algorithm [26], which is a low-complexity scheduling
algorithm designed for the multi-hop tree-shaped networks with only uplink traffic.

Recall, that for F € # a diagonal entry f;; is —1 or 0 depending on whether queue i is activated or
not in the transmission mode specified by F. In the proposed priority-based algorithm, in each time
slot k we obtain a set of priority transmission modes F*(k) by the following procedure consisting of
three steps:

1. Let the priority set #*(k) include all transmission modes for which the maximum possible
number of packets is served in all active queues, i.e., let

f*(k) = {F eF . Si(k)ﬁ,i = ciﬁ,i Vie j} (6)

2. If after Step 1 the set F*(k) is empty, then let it include all transmission modes for which the
maximum possible number of packets is served in at least one queue, i.e., let

Fi(k) :={F € F : f;=—1, si(k) = c; for some i}. )
3. If the set #*(k) is still empty, then let #*(k) := F.

Now, among the transmission modes of set ¥*(k) we choose the one that results in serving the
most packets in time slot k. Let diag(F) = (f; ;)icy denote the column vector of diagonal elements of
matrix F. Since the number of packets served in time slot k under transmission mode F is —s(k)diag(F),
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the sought transmission mode is given by

7pp(q(k)) = argmin s(k)diag(F). (8)
FeF*(k)

The choice of a transmission mode based on the current network state requires significant signaling.
Next, in this section we propose an approach to designing a policy for distributed link scheduling
whose performance is close to that of the centralized algorithm. The method is based on the use of
shadow queues introduced in [27] and then implemented for delay reduction in multi-hop networks in
[18]. We assign to each queue i € J a shadow queue, which is a variable g;(k) such that the row vector
q(k) = (qi(k))ieg evolves as

Gk + 1) = (k) + min(g(k), 0)F(k) + 1, k>0, )
where min represents a per-component minimum. Here
A= (1 +eDly,....(L+eDAy), (10)

is arow vector in which¢;, i € 7, are positive constants such that ((1+¢;)4;);eg, belongs to the system’s
capacity region.

The dynamics of the shadow queues (9) differ from that of the actual queues q(k) given by (3) in
the use of the fixed 1 instead of the random disturbance a(k) representing the actual numbers of
arrivals. Arrival rates 4; and constants €; may not be integers, hence the components of (k) may not
be integers either, unlike the components of q(k).

As previously for the actual queues, we let §(0) = 0. Then, to obtain q(k + 1) by (9), its value in
time slot k, §(k), is used in some given centralized control policy 7, to select a transmission mode,
i.e., F(k) = m.(§(k)). The chosen transmission mode is then substituted in (9). Thus, transmission
mode selection does not depend on the actual network state and can be implemented in a distributed
manner, where all nodes locally use the same policy 7, with the same fixed disturbance 1 and obtain
the same controls, which they apply to the network. It was shown in [18] that such a control ensures
a finite average number of packets in all actual queues as long as the non-zero elements of (10) are
interior to the capacity region and the policy 7, is throughput optimal.

5. Numerical results

We now proceed illustrating the performance of the proposed approach. We assume that the capacities
of the backhaul links, downlink access links, and uplink access links are all pairwise equal. That is,
we let ¢; = ¢,, ¢3 = ¢5, and ¢4 = ¢g. We also assume that IAB network is using the FR2 band with 200
MHz of bandwidth and a subcarrier spacing of 120 kHz, which corresponds to the NR numerology 3.
Thus, the number of primary resource blocks, Nflg'“ , is equal to 132, and the symbol duration T¢*
is equal to 8.92 x 107°. Additionally, the uplink and downlink overheads, as defined by [28], are
OHyp = 0.1 for the uplink and OHp;, = 0.1 for the downlink.

We consider three different scenarios, each with a different set of parameter values. In the maximum
UL/DL scenario, there are no hardware limitations for UEs in both the uplink or downlink directions.
In the limited UL scenario, the capabilities of UEs are limited in the uplink direction only. Finally, in
the limited UL/DL, UEs have limitations in both the uplink and downlink directions. Table 1 provides
the scenario-specific values for the parameters used in our analysis.

According to 3GPP [28] the data rates of the access links can be estimated as

12N ™
Cxmbps = 1070 xQp xf RXT (1-0OHx), X €{UL,DL} (11)

N

Let the time slot duration be 1 ms and let the packet size be 1500 bytes. Thus, to calculate, e.g., the
capacity of the downlink access link, ¢; = c5, we first compute Cp;, in Mbps by (11) and then convert
the value to packets per time slot as

¢DL [pkts/ms] = 107> (Cpr Mpps) X 10°)/(8 X 1500), (12)

after which cp; is rounded down to an integer and assigned to ¢; = cs.
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Table 1
Scenario-specific UE parameters

Parameter Notation Maximum Limited UL Limited
UL/DL UL/DL

UL number of multiplexed | v yr 4 2 1

layers

DL number of multiplexed | v, py, 6 6 1

layers

UL modulation order QUL 6 4 4

DL modulation order Qum.pL 6 6 6

Scaling factor f 1 1 0.75

UL error coding rate Ryr 948/1024 490/1024 490/1024

DL error coding rate Rpr 948/1024 948/1024 438/1024

UL rate, Mbps Cuyr 3547 611 229

DL rate, Mbps Cpr 4848 4848 280

Since backhaul links are characterized by a higher transmission power and hence a high-order
modulation scheme can be used, we take the backhaul link capacities one and a half times as large
as the access downlink capacities, i.e., cg = 1.5¢p;. Then cp is also rounded down to an integer and
assigned to ¢; = c,. Thus, we obtain three vectors of link capacities ¢: (606, 606,404,295, 404, 295) for
maximum UL/DL, (606, 606,404, 50,404, 50) for limited UL, and (34, 34, 23,19, 23, 19) for limited UL/DL.

Finally, by following the recommendations for traffic modeling in the standard [3], we assume
that the number of packets a;(k) arriving to queue i € J, in each time slot k > 0 are i.i.d. random
variables distributed according to Poisson law with mean 4;.

We start by comparing the centralized algorithms discussed in Section 2, namely backpressure, delay-
based backpressure, a-algorithm and af3-algorithm, with the centralized priority-based implementation
in terms of the average delay D and the 99th delay percentile Ry. For a convenient presentation of
results, we denote the uplink arrival rates from the donor- and node-associated UEs, respectively,
as g = A5% and 1, = AJL, and the downlink arrival rates to the donor- and node-associated UEs as
As = ABL and A; = ARL. In all presented figures, at each point, 50 simulation runs, each having 1000
time slots, were generated and then averaged to obtain D and R.

The comparison of the centralized schemes is shown in figure 5, where the arrival rates at each
AP are equal and the ratios of the downlink to uplink arrival rates are fixed to four, i.e., AR" = ABL =
423+ = 4A8L. With such parameters, figure 5 shows D and Ry as functions of the uplink arrival rates
for the three studied scenarios.

By analyzing the results in figure 5 we observe that the lowest average delay value is provided by
the proposed priority-based algorithm. The closest result is demonstrated by the backpressure and
a-algorithm in the maximum UL/DL and limited UL/DL scenarios. In terms of the 99th percentile Ry,
delay-based backpressure and af3-algorithm show the best performance in maximum UL/DL and limited
UL/DL, whereas in limited UL the af3-algorithm performs the best. Moreover, from figure 5 we can see
that the priority-based policy provides network stability wherever the throughput optimal policies do,
i.e., wherever it is possible.

We note that the qualitative behavior of all the algorithms in maximum UL/DL and limited UL/DL is
similar. The rationale is that the elements of the link capacity vectors in these scenarios are closely
proportional. Moreover, the ratios of the largest and smallest capacities therein are 2 and 1.8, while
this ratio in limited UL is 12.1. The range of link capacities’ values in limited UL is thus considerably
wider, and the performance ranking of control policies it yields is different.
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Figure 5. Performance evaluation of the centralized link activation policies in terms of the mean delay D (top) and
the 99th delay percentile Pgg (bottom) vs. the uplink arrival rates A" = A9 with ARX/ARL = ABL/ASL = 4.

Having identified the af and priority-based algorithms as performing best in terms of the
99th percentile and average end-to-end delay, respectively, we now evaluate their distributed
implementations constructed using shadow queues. Recall, that a policy choosing the transmission
mode based on the shadow queue lengths ensures network stability as long as A defined in (10) lies
within the capacity region. This means that a larger € can cause instability at high arrival rates but
prevents it if the actual arrival rates increase slightly (no more than by 100e%) while 1 is fixed.

Similarly to figure 5, figure 6 shows the delay metrics D (top) and Bg (bottom) as functions of the
arrival rates. Assuming that the system initially operates with some arrival rates 1, shown in figure 6
by the solid vertical lines, we fix two sets of shadow arrival rates: 1; defined by (10) using ¢; = 0.1 for
alliand indicated by the dashed vertical lines, and A, defined using ¢; = 0.01 for all i and shown by the
dotted vertical lines. Then, we let the actual arrival rates vary along the horizontal and evaluate the
system’s performance under the centralized control (the results shown by solid lines) and using the
shadow queues with the arrival rates 1; and 1, fixed previously (dashed and dotted lines, respectively).
Thus, to the right from the dashed and dotted vertical lines, the actual arrival rates are greater than
the corresponding shadow arrival rates A; and 1,, and to the left they are smaller.

As it could be expected, the shadow-queues-controlled network is stable when the actual arrival
rates are less than the shadow arrival rates. Additionally, we note that the delay performance is very
close to that in a network with centralized control. Interestingly, in the maximum UL/DL and limited
UL/DL scenarios the network is stable even if the actual arrival rates are slightly higher, than the
shadow arrival rates. We note that the priority-based algorithm maintains the system stable over
a wider range of real arrival rates than the af-algorithm.
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Figure 6. Performance evaluation of the distributed link activation policies in terms of the mean delay D (top) and
the 99th delay percentile Pgg (bottom) vs. the uplink arrival rates A" = A9 with ARY/ARL = ABL/ASL = 4.

6. Conclusions

In this paper, we considered the IAB technology enabling cost-effective deployment of dense 5G
networks operating in high frequency bands. Specifically, we concentrated on the half-duplex regime
and focused on link activation as a critical task for this type of networks. By identifying throughput
and delay as relevant performance criteria, we designed a priority-based link activation policy for 5G
IAB networks, which allows for packet delay reduction and throughput maximization. The proposed
policy can be implemented either by the network controller in a centralized way or in a distributed
manner by each network node using the proposed shadow queue mechanism.

By using a model of an IAB network with a basic topology consisting of one IAB donor, one IAB
node, and two groups of UEs we evaluated link activation policies for three scenarios, each with
different hardware capabilities. Performance of the proposed policy was compared numerically
to the well-known backpressure policy and its delay-oriented modifications. We have shown that
the centralized priority-based policy provides the lowest average end-to-end delay in the considered
simulation setup. It also outperforms some of the other studied policies in terms of the 99th delay
percentile and achieves stability in the entire capacity region.

Finally, our results also demonstrate that a distributed implementation using shadow queues leads
to approximately the same delays as the centralized implementation.

Funding: This paper has been supported by the Russian Science Foundation, project no. 23-79-10084, https://rscf.ru/

project/23-79-10084.
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CTpaTerusi aKTMBaL UM KaHA/OB /151 CHXEHUS 3aePXXKU NaKeToB
B CETAX MHTErpUPOBAHHOIO JOCTYNA M TPaH3UTa 5G

A. A. Xusnosa, B. A. BecuacTHBII

Poccuitickuil ynueepcumem opyxc6ul Hapodos, ya. Muxayxo-Maxkaas, 0. 6, Mockea, 117198, Poccuiickas ®edepayus

AHHoTaums. BIIOKHMPOBKa IIyTel paclpoCTpaHeH!s PafIIOBOJIH SIBJSIETCS OAHUM M3 OCHOBHBIX IIPEIIATCTBUIM
Ha IIyTU Pa3sBepTHIBAHUS CETeH COTOBOM cBsizu msaroro nmokonenus (Fifth Generation) Hosoe Paguo (New
Radio) B framasoHe MUUIMMETPOBBIX BOJIH (30-100 I'T1x). Bo3MOXKHBIM pellleHreM JaHHOM MPo6IeMBblI SBJISET-
sl yIUIOTHEHUE CeTel pafuofoCTyIIa, OHAKO OHO CBI3aHO BHICOKMMU KaIllUTAIbHBIMU 3aTPaTaMU OIIepaTOPOB
CBsI3U. DKOHOMUYECKH 9(b(deKTUBHOE YIIOTHEHNE MOXeT OBITh IOCTUTHYTO C IOMOIIBIO TEXHOJIOTUY UHTe-
rpupoBaHHOro goctymna u Tpansuta (Integrated Access and Backhaul), ncross3syrorieii peTpaHCaAIIOHHbIE
V3JIBI MEKIY a00HEHTOM U 6a30BOM cTaHIueil. Takye CUCTEMBI GbUIN Pa3paboTaHbl IIABHBIM 00Pa3oM s
6opbOBHI ¢ 610KMPOBKaMU Oe3 yueTa IokasaTesell kadecTBa obcayxuBanus (Quality of Service). IIpu aTom uc-
II0JIb30BaHUE PETPAHCASLIMOHHBIX Y3/I0B OTPUIIATEIbHO BIMSIET Ha CKBO3HYIO 3a/Iep)KKy ITakeTa. B JaHHON
paborTe mpezaraeTcs HOBas CTPATerHs aKTUBALIMY KaHAIOB HallpaBJeHHas Ha COKpallleHHe 3a/iep)KeK B CU-
CTeMax MHTeTPUPOBAHHOTO AOCTYIIA ¥ TPAH3UTA, YIUTHIBAIOIIAS OPraHUYeHH MOTyAYIIEKCHOH ITepeadH.
IIpensaraeMslii IOAX0/ OCHOBAH Ha [UHAMHYECKOH IIPUOPUTE3AIU odepe/iell Ha 6a3e KOJINYeCTBA IAaKETOB,
KOTOpBIE MOTYT OBITH ITepeZlaHbl B OAHOM BPeMeHHOM CJI0Te. Pe3ybTaThl MMUTAIIIOHHOIO MOAEINPOBAHMUS
C UCIIOJIb30BAaHKUEM PeaTUCTUIHBIX NCXOAHBIX aHHBIX IIOKA3bIBAIOT, YTO IIpeJjiaraeMblil aITOPUTM 00ecIiedn-
BaeT HaNMEHBIIYIO CPEAHIO 33IePXKKY II10 CPABHEHUIO C U3BECTHBIMU ITOAXOJAMU JJIs PA3INYHbIX 3HAU€HUH
Harpy3KU BOCXOASIIEN U HUCXOAAIEH ITepejadu.

Kniouesble cnoBa: 5G, I/IHTeI‘pI/IpOBaHHHﬁ AOCTYII 1 TPAH3UT, MUJIJINMETPOBbIE BOJIHDI, ITOJIYAYILJIEKC, YIIpaBJIE-
HUE aKTHBaHHeﬁ KaHaJIOB



