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Abstract. In the proposed work, we consider a heterogeneous queueing system
with a Markov renewal process and an unlimited number of servers. The service
time for requests on the servers is a positive random variable with an exponential
probability distribution. The service parameters depend on the state of the Markov
chain nested over the renewal moments. It should be noted that these parameters do
not change their values until the end of maintenance. Thus, the devices in the system
under consideration are heterogeneous. The object of the study is a multidimensional
random process — the number of servers of each type being served with different
intensities in the stationary regime. The method of asymptotic analysis under the
condition of equivalent growing of service times in the units of servers is applied for
the study. The method of asymptotic analysis is implemented in the construction of
a sequence of asymptotic of increasing order, in which the asymptotic of the first
order determines the asymptotic mean value of the number of occupied servers. The
second-order asymptotic allows one to construct a Gaussian approximation of the
probability distribution of the number of occupied servers in the system. It is shown
that this approximation coincides with the Gaussian distribution.

Key words and phrases: queuing system, random environment, Markov renewal
process, asymptotic analysis method

1. Introduction

Queueing theory is a field of applied mathematics that deals with the study
and analysis of processes in various service, production, management, and
communication systems in which homogeneous events are repeated many
times. Examples of such systems include consumer services; systems for
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receiving, processing, and transmitting information, automatic production
lines, telecommunication systems, and others [1].

The independence of processes in queueing systems is generally assumed
when developing queueing models. However, real systems often involve sev-
eral process dependencies, and failure to consider these can lead to a serious
under errors in the estimation of the performance measures. Semi-Markov
processes are used in modeling stochastic control problems arising in Mar-
kovian dynamic systems where the sojourn time in each state is a general
continuous random variable. They are powerful, natural tools for the opti-
mization of queues, production scheduling, reliability /maintenance [2, 3|. For
example, in a machine replacement problem with deteriorating performance
over time, a decision-maker, after observing the current state of the machine,
decides whether to continue its usage, initiate maintenance (preventive or
corrective) repair or replace the machine.

Semi-Markov Processes include renewal processes and continuous-time
Markov chains as special cases. In a semi-Markov process similar to Markov
chains, state changes occur according to the Markov property, i.e., states
in the future do not depend on the states in the past given the present.
However, the sojourn time in a state is a continuous random variable with
distribution depending on that state and the next state. A renewal process
is a generalization of a Poisson process that allows arbitrary holding times.
Its applications include such as planning for replacing worn-out machinery
in a factory. A Markov renewal process is a generalization of a renewal
process that the sequence of holding times is not independent and identically
distributed. Their distributions depend on the states in a Markov chain. The
Markov renewal processes were studied by Pyke in the 1960s [4, 5].

In the proposed work, we consider a heterogeneous queueing system (QS)
with a Markov renewal process (MRP) for the process of its arrival and an
unlimited number of servers. The service time for requests have an exponential
probability distribution. Parameter of the service depends on the state of
the Markov chain nested over the renewal moments. It should be noted that
these parameters do not change their values until the end of maintenance.
Thus, the devices in the system under consideration are heterogeneous.This
problem for the Queueing System M|M|oo in a Markov Random Enviroment
was addressed in [6-8|.

The objects of the study are the number of servers of each type being
served in the stationary regime. Such a QS can be attributed to the class of
non-homogeneous QS operating in a random environment.

Currently, a significant part of the information, telecommunication, and
other systems operate in a changing environment. The impact of a random
environment can be expressed, for example, in a change in the parameters
of the functioning of the system. In this regard, questions arise about the
stability of such systems to external influences. Therefore, the study of
systems operating in a random environment is an urgent task. In various
works devoted to the study of systems in Markov and semi-Markov random
environments, various variants of the system’s response to a change in the
state of the external environment were considered in [9-11].

In this paper, we consider the case assuming that the service mode of claims

does not change until they leave the system. The method of asymptotic
analysis under the condition of equivalent growing of service times in the
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units of servers is applied for the study. This asymptotic condition means
proportional growth of the average service times in both service units and it
is taken from practice. The method of asymptotic analysis is implemented in
the construction of a sequence of asymptotic of increasing order, in which the
asymptotic of the first order determines the asymptotic mean value of the
number of occupied servers. The second-order asymptotic allows to construct
an approximation of the probability distribution of the number of occupied
servers in the system. It is shown that this approximation coincides with the
Gaussian distribution.

2. Markov renewal process

A renewal process is a generalization of a Poisson process that allows
arbitrary waiting time between events. Its applications include such as
planning for replacing worn-out machinery in a factory. A Markov renewal
process is a generalization of a renewal process that the sequence of holding
times is not independent and identically distributed. Their distributions
depend on the states in a Markov chain. The Markov renewal processes were
studied by Pyke [4, 5] in 1960s.

2.1. Mathematical model of the Markov renewal process

Consider a two-dimensional homogeneous Markov random process
{&(n), 7(n)} with discrete time n = 1,2,3, ..., where {(n) takes values from
some discrete set £(n) =k =1,2,3,... and 7(n) takes on non-negative values.

We denote

Fkg,x;:ky,y) = P{E(n+1) = ky, T(n+1) <zlé(n) =k, 7(n) =y} =
= F(ky, w3 k) = PkleAkQ(x)~

A random stream of homogeneous events t; < ... < t, < t,,; < ..
will be called the Markov renewal flow or MR-flow given by the matrix of
transition probabilities P and functions A, (z) distribution of interval lengths
Tp41 = tny1 — t,, for which the equalities 7, = 7,, hold.

To study the MR-flow, we define the process z(t) as the length of the
interval from the time ¢ to the time ¢,, ; of the next event in the considered
flow and the process

k(t)=&n), t, <t<t,.,

that is, the process k(t) on the interval ¢, <t <, retains the value that it
received at the beginning of this interval and which coincides with the value
&(n) of the embedded Markov chain.

For a Markov renewal flow, the three-dimensional process {k(t), z(t), m(t)}
is Markov, therefore, for its probability distribution

P(k,z,m,t) = P{k(t) = k,2(t) < z,m(t) = m}
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by the formula of total probability we obtain the equality

P(k,z— At,m,t + At) =
= P(k,z,m,t) — P(k,At,m,t) + Y P(v,At,m —1,1)P,, Ay (2) + o(At)

from which it follows that the probability distribution P(k, z, m,t) is a solution
to the Kolmogorov equations

OP(k,z,m,t)
ot
_ OP(k,z,m,t) OP(k,0,m,t) OP(v,0,m —1,t)

By defining the functions

H(k,z,u,t) = Z eI P(k, z,m,t),

m=0

the equations (1) can be rewritten as

OH (k,z,u,t) _ 0H (k, z, u,t)_@H(k, 0, u,t)+z 0H (v,0, u’t)ej“PykAk(z).

ot 0z 0z 0z

The basic equation for a semi-Markov flow has the form
oh(z,u,t)  Oh(z,u,t) n Oh(0,u,t)
ot N 0z 0z

where P is the matrix of transition probabilities, A(z) = diag[A4;(2)], I is
identity diagonal matrix. To find its particular solution, we define the initial
condition in the form

(¢"PA(z) ~ 1), (2)

h(z,u,0) =r(2),

where r(z) — stationary probability distribution of the values of a two-
dimensional random process {k(t), z(t)}.

2.2. Finding the distribution r(z)

Vector r(z) is a solution to the equation obtained from (2)

or(z) | or(0) _
Oz + W (PA(Z) - I) = 0,

therefore it can be written as

r(z) = /OZ 82(3) (I-PA(x))dx. (3)
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Since r(k,z) = P{k(t) = k, z(t) < z} then r = r(c0). Therefore, we obtain

- /OO ag(f) (1—PA(2)) dz. (@)

By virtue of the necessary condition for the convergence of the improper
integral, we can write down the equality to zero of the integrand at x — oo,
we obtain the system of equations

or(0)
0z

I-P)=0 ()
&(5), where P = A(c0).

Since the system (4) coincides with the system of Kolmogorov equations for
the stationary probability distribution r of values of the embedded Markov
chain, then

or(0)

0z

where X is some multiplicative constant, the value of which is found as follows.
Substituting (6) into (4), we obtain

for

= Ar, (6)

r:)\/ooor(P—A(ac))dx.

Since re = 1 then

1 1
A= fOOOI“(P—A(:B))eda: B fooo (1— F(z))dz’ (7)

Equalities (7), (6) and (3) solve the problem of finding the probability
distribution r(z).

3. Mathematical model

Consider a queueing system M RP|M|oo with an unlimited number of
servers of different types, operating in a semi-Markov random environment (see
the figure 1). Arrivals are determined as Markov renewal process, interarrival
periods have cumulative distribution functions A, (z), Ay(x), ... Ax(x) and
the matrix of transition probabilities P = [p;;], 4,7 = 1,2, ..., K — embedded
in the moments of occurrence of events Markov chains with a finite number
of states k(t) = 1,2, ..., K. The service discipline is defined as follows: if the
embedded Markov chain is in the state k(t) = 4, then the incoming customer
will be serviced on the i-th type server during a random time, exponentially
distributed F;(z) =1 — e #i".

The problem is to study a multidimensional random process — numbers
occupied servers of different types in the system at time ¢, which is denoted
by i(t) = [i1(t),i5(t), ... ,ix(t)]. The process i(t) is not Markov. For clarity,
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consider the case when the external environment takes only 2 different states.
We define a four-dimensional Markov random process {k(t), z(t), i1 (t),i5(t)},
where z(t) is the length of the interval from the time ¢ to the time of the next
event in the stream Markov renewal, k(t) is a Markov chain embedded with
respect to renewal times.

i (?)

)

i ()

AGLP }

Figure 1. Queueing system M RP|M|oco in a semi-Markov random environment

For research, we will obtain some characteristics for the number of events
occurring in the MR stream.
For the probability distribution

P(k,z,iq,iq,t) = P{k(t) =k, 2(t) < z, 1;(t) =1iq,i5(t) =iy}

we write down the Kolmogorov system of differential equations:

OP(1, 2,0y, igt)  OP(1,2,01,i5,t)  OP(1,0,iy,ip,t)

ot - 0z 0z B
, , o AP(1,0,i, —1,iq,t)
— (G +igpe)P(1, 2,4y, 19, ) + 52 2 P11 A (2)+
OP(2,0,i, —1,i0,1 . o
L OP@0 G Z Ll b)) P(L 2y + L, £)(iy + D+

0z
+ P(1, 2,4y, 15 + 1,8) (i + 1)po,

OP(2, 2,0y, ig, 1) OP(2,2,01,i5,t)  OP(2,0,iy,ip,t)

ot N 0z 0z
, . o OP(2,0,i1,iy —1,1)
— (I py Figpg) P(2, 2,1, 0, 1) + 52 : PasAg(2)+
0P(1,0,4,,i, —1,¢ . . .
+ ( D2 )p12A2(Z> + P<2az721 + 17227t)<21 + 1):“1—’_

0z
+ P<2a Zui17i2 + 17t)<22 + 1)“2

For a stationary probability distribution, we write this system in the form
OP(1,z,iy,15)  OP(1,0,iy,15)

0z 0z
. ) o OP(1,0,i; — 1,1i,)
— (i piy +igpo)P(1, 2,41,109) + 3,12 22p11 Ay (2)+
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OP(2,0,i; —1,i
L 9P(2,0.4, 2)

9% Po1 Ay (2) + P(1, 2,0 4+ 1,05) (4 + 1)+

+ P(1, 21,45 + 1) (ig + 1)y = 0,

8P<2527i177:2) o 8P(2505i15i2)_
0z 0z
— (i1pq +igpe) P(2, 2,4y, 15) +
O0P(1.0,7,,i, — 1
+ ( y Uy 21,29 )
0z

8P(2, 0> ila Z.2 - 1)
0z

P1oAg(2) + P(2, 2,01 + 1,05) (4 + 1)y +
+ P<2,Z,i1,i2 + 1)(7/2 + ].)/J/Q == 0.

Pag Ay (2)+

We introduce partial characteristic functions of the form

00 00
H<k727u17u2) = Z Z 6ju1i16ju2i2P<kaZy'ily'ig), where j=v-1L

i,=0 i5=0

Let us write the system of differential equations for the partial characteristic
functions

0H(1,z,u1,u2) aH(1707u17u2>
— +
0z 0z
8H(1, 2, Uy, u2>
Ouy

. . OH(1, z,uq, ug)

+ Jug (1 —e 742 +
2( ) 8’&2

OH(2,0,uy,uy)

0z

+ 3 (L—e77™)

4 aH(la 07 u17u2)
0z

elip A (z) + e"ipy Ay (2) = 0,

0z 0z
6H<27 Z, u17 u2)
Ouy

el2p 1y Ay (2) +

3H(2,z,u1,u2) 8H<2707u17u2>+

) - CO0H(2,z,uq,u

+ g (1 — e77"2) <8u 1Y) |
2

8H(2707u13u2>

0z

+jpg (1 —e7™)

0H(1,0
+ ( ) 7ulau2>
0z

with initial conditions

eju2p22A2 (2) =0

H(k,2,0,0) =r(k,2).
In vector-matrix form, this system will take the form

ah(zvulvu2> ah(oaubuZ)
g + 5, (PA(2)B(u) —1I)+

. Ciuy Oh(z,uq,u
1

ah(zv Uy, Uz)

+ gy (1 —e7)
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with initial conditions

h(z,0,0) =r(z),

where
h(z,uy,uy) = [H(1, z,uq,us), H(2, z,uq, us)],

Bw=|¢" 9|, 1=|' 9.
0 el 0 1

The resulting system of equations (8) is the main one for further research.
Since it is not possible to find an explicit form of a solution to the problem
(8), we will seek the solution under the asymptotic condition of equivalent
growing of service times in the units of servers. This asymptotic condition
means proportional growth of the average service times in both service units
and it is taken from practice.

4. Asymptotic analysis of the first order

We denote py = €, uy = qe, ¢ = const (e is an infinitesimal quantity).
Then we can write the asymptotic condition of equivalent growing of service
times in the units of servers in the form pq, s — 0. In (8) we perform the
replacements

h(z,uy,uy) = (2, wy, we, €), Uy = €wy, Uy = €Ws,

we obtain the matrix equation for f(z, w;, w,, €)

af('za Wy, Wy, 6) + af(()? Wy, Wa, 6)
0z 0z
of(z, wq, wy, €)

(PA(2)B(u,e) —I)+

(9)

6f(27w17w27€> =0

+j(1— i) + (1= i)

Jwy Ow,

Theorem 1. The limiting solution for € — 0 to the equation (9)
f(z, wy,wy, €) has the form

Rz, €) = x(2)exp {32 (ry + 22 ) | (10)

where r(z) = [ry(2),r5(2)] is the vector of the probability distribution of the
values of the embedded Markov chain, v = [ry,r5] is vector of stationary
probability distribution of the values of the embedded Markov chain.

Proof. In the equation (9) we carry out the passage to the limit for e — 0,
we obtain that f(z,w;,w,) is a solution to the equation

8f<z’ Wy, w2> 4 6f(05 w17w2)
0z 0z

(PA(z)—1) =0,
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which defines the vector function r(z), therefore we will seek the function
f(z,wy,wy, €) in the form of the expansion

f(z,wq, wy, €) = r(2)P(wy, wsy) + ofe). (11)

In the equation (9) we carry out the passage to the limit as z — oo,
multiply this equation by the unit column vector e, expand the exponents
in a Maclaurin series up to the first order. In the resulting expression, we
substitute the expansion (11), divide by € and carry out the passage to the
limit at € — 0, we obtain the equation for the function ®(wy,w,)

w OP(wy, wy) + qu P (wy, wy) _j@r(O)

PWed (wl ’ w2)7

b ow, 2 Ow, 7 0z
1
Wherear(()):)\r,rP:r,rezl,)\: — W= |1 01
0z j(; (1—rA(x)e)dx 0 w,
The solution will have the following form
P (wy,wy) = exp {j)\ <r1w1 + r2w2>}
q
Substituting the obtained solution into (11), we get (10).
The theorem is proved. 0

By substitution and equality (3), we write down the approximate (asymp-
totic) equality

h<27u17u2> ~ f<Z7w17w2) - I'(Z) exXp {j)‘ (lel + T2w2>} -
q

=r(z)exp {j)\ (Tlul + T2u2> } .
H1 H2
Let us define the characteristic of the process {i;(t),i5(¢)} in the stationary
mode
h(uy,uy) = exp {j)\ (rl% + r2u2> } )
H1 Ha

which we will call the first-order asymptotics of the characteristic functions
of the number of occupied servers in the system.

5. Asymptotic analysis of the second order

In the equation (8) we replace

Hq Ho
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we obtain the equation for h,(z, uq, us)

ah2<Z, Ug, U2) + 8h2(07 Ug, U2>
0z 0z

, iy Ohg(z,up,u , i
+jug (1 — e 1)2(T12)+JM2(1_6 J 2)8—u2_
1

_)‘Tl (1 - eijul) h2<z7 U, U2) - )‘TZ (1 - eijuz) h2<z7 Uy, U2) =0.

(PA(2)B(u) —I)+
Ohy (2, uy, uy) (12)

We denote p; = €2, 5 = ge?, in (12) we replace
h2<z,ul,UQ> - f2<z,w1,w2,6), ul - Ewl, U2 - 6’(1]2,
we obtain the equation for f,(z, wy, wy, €)
8f2(z,w1,w2,e) 8f2<07w17w27€)
+
0z 0z
. j af2(27w17w27€)
1 — e~dewn
el ) owy
—Ary (1 —e77%) £, (2, wy, Wy, €) — ATy (1 — e77%2) £,(2, wy, wo, €) = 0.
(13

(PA(2)B(w,e) —I)+

+j€q<1 . €7j€w2) 8f2<z7w17w276)_

Ow,

)

Theorem 2. The limiting solution for ¢ — 0 to the equation (13)
£5(z, wy,wy) has the form

j2 UJ2
f ) = xG e {5 (A (nuf +n,"2) +
wyw w3
+5  r2w? + dryry——2 2+r2—2)>}, 14
(st + amry 222 4322 ) )1y
where Kk = )\2/ (rA(z) —r(x))edz.
0

Proof. We will obtain the solution of the equation (14) in the following
form

£y (2, wy, wy, €) = P(wy, wy) (r(2) + je(rywy + rywy)fy(2)) + 0%(e),  (15)

where f,(z) satisfies the condition f,(cc)e = 0. Substitute (15) into (13) and
expand the exponents in a series up to the first order. Considering that

Or(z) | or(0) _
we obtain the equation for finding the function f,(z)
eafgiz) — der(z) + egf;—i()) (PA(z) —I) 4+ MA(2) = 0. (16)
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From the equation (16) we find that

8f2<0>_ — )\2 OO —r(x))edx
5, =T where /i—)\/o (rA(z) —r(x))edx.

Substitute (15) into (13) and expand the exponents in a series up to the
second order. Multiply by e and perform the passage to the limit z — oo, we
obtain the equation for finding the function ®(w,,ws)

0P (wy,w,) n w2q8®<w1’ w,) _
Owy

= ®(wy, wy) <_>\ (ryw? + rpw3) — & (rywy + 7’2“’2)2) - (17)

w
L ow,

The solution of the equation (17) has the form

2 2 2
Jj 9 w3 9 o Wy Wy o W
=expl = | A|rw+ro—=| + k| r*ws +4rro—= +rs—= 18
p{2(<11 2q> (11 Pg41 261))}()

Substituting the solution (18) into (15) and performing the passage to the
limit € — 0, we obtain (14).
The theorem is proved. O

Due to the change, as well as the equality (14) for the function hy(z, uy, us)
we can write down the approximate (asymptotic) equality

h2<Z,U1,U2> ~ f2<27w1>w2> -

2 2 2
=r(z)exp {‘% ()\ (7’1% + 7“2%) +
1 2

2 2
+K (r%ﬂ +4r1r2—u1u2 —H"%k))}
2 My T+ o o

Thus, the characteristic function of the number of occupied servers in the
system under consideration has the form

2 2 2
ho(uy, uy) = exp {j)\ (m + m) + % {)\ (7‘1ﬁ +r2%> +

M1 %) 251 25
u? U U u?
dr | r2 Lt +ap p,—L2 —|—r2—2)}}. (19)
( Y R TR % s

6. Numerical example

Let us consider a numerical example where we can illustrate the accuracy
of approximating formula (19). Consider queueing system with MRP arrivals,
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where the Markov renewal process is given by matrices

0.3 0.7
0.6 04

P =

] , Alr) = diag{A, (), Ay(z)},

Here A;(x) and A,(z) are gamma distribution cdf-s with shape and rate
parameters o and [ that have the following values:

Oél - 0.5, /31 - 025, 042 - ]_5, 52 — ]_.5
The service times are exponentially distributed with service rates
ppo=1-e pp=2-¢

for the the first and the second types of arrivals respectively. Here parameter
e will be varied to establish the accuracy of approximation (19) accordingly
to the asymptotic condition € — 0.

To establish the accuracy of the approximation, we use its comparison with
the results of simulation modeling of the corresponding system. For the error
estimation (difference between the results), we use the Kolmogorov distance

A= max ‘F (i1,19) — Esim(il’ @2>| )

ip,iz€0,00) 1 PP

where F, . (i1,15) is a cdf of Gaussian distribution (19) and Fj;, (i1, i)

is a cdf built basing on the results of the simulation. The results of the
comparison is presented in the table 1. We see that the Kolmogorov distance
decreases with decreasing of parameter ¢, so, approximation (19) becomes
more accurate for small values of this parameter.

Table 1
Kolmogorov distance A between the approximation and distribution based
on the simulation results for various values of asymptotic parameter

€ 0.1 0.05 0.01 0.005 | 0.001 | 0.0005 | 0.0001
A | 0.1137 | 0.0501 | 0.0371 | 0.0323 | 0.0253 | 0.0226 | 0.0197

For example, if we suppose that error A < 0.05 means that the approxima-
tion is accurate enough then we can conclude that for the considered example,
Gaussian approximation (19) is applicable for values ¢ < 0.05.

7. Conclusions

In this paper, the method of asymptotic analysis is used to study a mathe-
matical model of the M R|M |oo system functioning under the condition of
a changing environment. The case is considered when a semi-Markov random
environment has 2 different states. It is proved that the asymptotic character-
istic function of the number of occupied servers of each type in the considered
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system is Gaussian with the vector of mathematical expectations

a= {)\T—l, )\T—Q]
B Mo
and the covariance matrix
L
K= 241 7‘17“2u1 r;h l%
4k P

1]

2]

7l

My T+ o Mo Mo
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I'eTreporenHnasi cucremMma MacCOBOTO OOCJIY>KUBaHUS
C BXOASIINM MOTOKOM MapKOBCKOI'O BOCCTAHOBJIEHUS
1 BpeMeHeM OOCJ/Iy>KMBaHUS, 3aBUCIIIINUMU OT COCTOSHUMN
BJIO>KEeHHOU 1ertm MapkoBa

E. II. ITonuu" 2, C. II. Mouceesa', A. H. Moucees'

! Hayuonanvnvidi uceaedosamenveruti Tomerut 2ocydapemeennnvidl yrusepcumen,
np. Jewuna, 0. 36, Tomck, 634050, Poccus

2 Hayuonanavrwd uccaedosamenseruts ToMekul nosumesnuieckus ynueepcumen,
np. Jewuna, 0. 30, Tomck, 634050, Poccus

Awnnoramnusa. B pabore paccmaTpuBaeTcs reTeporeHHasi CUCTEMa, MAcCOBOTO OOCITy-
JKUBAHUSA C BXOJSIIAM ITIOTOKOM MapKOBCKOTO BOCCTAHOBJIEHUST N HEOTPAHUIEHHBIM
9HCJIOM CepBepOB. BpeMs 00C/IyKUBaHUA 3aIIPOCOB HA CEPBEPaX SIBJISIETCS MOJIOMKU-
TeJILHOU CJIYIaiiHON BEJIUYINHON C SKCIOHEHITNAJIbHBIM PACIpE/IeIEHIEM BEePOSITHOCTEA.
ITapamerpnr 0OCTyKUBaHUS 3aBUCAT OT COCTOsiHMA 1enu MapkoBa B MOMEHTBI BOC-
cranopjenus. Ciienyer OTMETHTD, UTO 3TH IapaMeTpPhbl He MEHSIOT CBOUX 3HAYEHUI
J0 OKOHYaHUsI OOC/IyKuBaHus. Takum oOpa30oM, YyCTPOUCTBA B pacCMaTpUBaEMOM
CHCTEME SIBJISIOTCS HEOIHOPOAHBIME (rereporeHHbiMn). OGbEKTOM UCCIIe0BAHNS CTa~
HOBUTCSI MHOTOMEPHBIN CJIyIailHbIN TPOIECC — KOJMIECTBO CEPBEPOB KaXKJIOr0 THUIIA,
00CITY2KUBAEMBIX C PA3HONM MHTEHCUBHOCTBIO B CTaImOHapHOM pexume. s ucciie-
JOBAaHUS TPUMEHEH METOJI ACUMIITOTUIECKOT0 aHAIN3A IIPU YCJIOBUHU YKBUBAJIEHTHO
JIOJITOTO BpeMeHU o0cC/yKuBaHust. MeTor aCUMIITOTHIECKOTO aHAIN3a, PeaTn3yeTcs
IIPU TTOCTPOEHUU TIOCJIEIOBATETHbHOCTH ACUMIITOTUK BO3PACTAIOIIETO MOPSIKA, B KOTO-
POit ACUMIITOTUKA TIEPBOTO MOPSIIKA OMPEIesgeT aCHMITOTHIECKOE CpeiHee 3HATEHIe
YHCTIa 3aHSITHIX CEPBEPOB. ACHMIITOTHKA BTOPOrO MOPSIAKA TO3BOJISIET IIOCTPOUTH TayC-
COBCKYIO allIPOKCUMAITUIO PACIIPEIE/ICHUS BEPOATHOCTEN JUCIa 3aHATHIX CEPBEPOB
B CHCTEME.

KimroueBble cjioBa: CHCTEMa MACCOBOIO OOCIYXKHBAHWS, CIydaiiHas cpejia, IOTOK
MapPKOBCKOI'O BOCCTAHOBJIEHUSI, METOJI ACUMIITOTHIECKOTO aHAIN3a,



