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Abstract. The article presents the implementation of one of the approaches to the
integration of dynamical systems, which preserves algebraic integrals in the original
fdm for Sage system . This approach, which goes back to the paper by del Buono and
Mastroserio, makes it possible, based on any two explicit difference schemes, including
any two explicit Runge–Kutta schemes, to construct a new numerical algorithm for
integrating a dynamical system that preserves the given integral. This approach
has been implemented and tested in the original fdm for Sage system. Details and
implementation difficulties are discussed. For testing, two Runge–Kutta schemes were
taken having the same order, but different Butcher tables, which does not complicate
the method due to paralleling. Two examples are considered — a linear oscillator
and a Jacobi oscillator with two quadratic integrals. The second example shows that
the preservation of one integral of motion does not lead to the conservation of the
other. Moreover, this method allows us to propose a practical application of the
well-known ambiguity in the definition of Butcher tables.
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1. Introduction

Many dynamical systems have algebraic integrals of motion [1], but stan-
dard numerical methods do not allow preserving these integrals exactly on
the approximate solution [2]. This means that the approximate solution sat-
isfies such fundamental laws of nature as the law of conservation of energy
also approximately, and, in view of the importance of this law itself, this
circumstance is always striking.
Consider the dynamical system

𝑑𝑥
𝑑𝑡

= 𝑓(𝑥), 𝑥 ∈ ℝ𝑚, (1)
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whose right side is a rational function with rational coefficients. Since differ-
ence schemes are described by algebraic equations, there are no obstacles to
the case that among these schemes there be those that preserve all the alge-
braic integrals of this system. Linear integrals of motion are preserved by
almost all schemes used. In the late 1980s, among the Runge–Kutta schemes,
a subclass of schemes was discovered that preserves not only linear, but also
quadratic integrals of motion. This class is called Runge–Kutta symplectic
schemes [2]. These schemes make it possible, for example, to preserve all
algebraic integrals in the top rotation problem, with the exception of the Ko-
valevskaya case [3]. In the 1990s, Greenspan constructed the first difference
scheme for the many-body problem that preserves all algebraic integrals of
this problem [4–7], using the principle of energy quadratization; such schemes
can be constructed for the many-body problem based on any Runge–Kutta
symplectic scheme [8, 9].

The main disadvantage of symplectic Runge–Kutta schemes is their implicit
nature: in calculations using these schemes, a system of nonlinear equations
has to be solved at each step, which significantly complicates the calculations
compared to the commonly used explicit schemes. Unfortunately, in any case,
there are no such schemes among Runge–Kutta schemes, which became clear
at the dawn of the theory of symplectic Runge–Kutta schemes [2].

In the paper by del Buono and Mastroserio [10] an approach to constructing
conservative difference schemes was proposed, which can be described as
follows. Let the dynamical system (1) have an integral 𝑔 and let there be
two difference schemes. Let the step of the first scheme be described as

̂𝑥 = 𝜙(𝑥, 𝑑𝑡), and the step of the second scheme as ̂𝑥 = 𝜓(𝑥, 𝑑𝑡). Consider
the composite scheme

̂𝑥 = 𝜙(𝑥, 𝑑𝑡) + 𝜇𝜓(𝑥, 𝑑𝑡).

We use the parameter 𝜇 in such a way that the given integral 𝑔 be preserved
on the approximate solution found exactly by the composite scheme.

To do this, we will describe the transition from 𝑛 to 𝑛 + 1 as follows: 𝑥𝑛 is
given, and the next value 𝑥𝑛+1 is found from the system of equations

𝑥𝑛+1 = 𝜙(𝑥𝑛, 𝑑𝑡) + 𝜇𝑛+1𝜓(𝑥𝑛, 𝑑𝑡), 𝑔(𝑥𝑛+1) = 𝑔(𝑥𝑛),

whose solution reduces to solving one equation

𝑔(𝜙(𝑥𝑛, 𝑑𝑡) + 𝜇𝑛+1𝜓(𝑥𝑛, 𝑑𝑡)) = 𝑔(𝑥𝑛)

with respect to 𝜇𝑛+1.

Such an approach, of course, does not avoid the main difficulty that arises
when using implicit difference schemes: at each step, you still have to solve
a nonlinear algebraic equation. But this is only one equation and its degree
coincides with the degree of the integral 𝑔. Therefore, the pioneers called it
the explicit conservative Runge–Kutta method.

In fact, this method certainly does not belong to the Runge–Kutta family
of methods. In terms of difference schemes, it can be written as follows. One
more variable 𝜇 is added to the variables 𝑥 and the transition from (𝑥, 𝜇) to
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( ̂𝑥, ̂𝜇) is described by a system of algebraic equations

̂𝑥 = 𝜙(𝑥, 𝑑𝑡) + ̂𝜇𝜓(𝑥, 𝑑𝑡), 𝑔( ̂𝑥) = 𝑔(𝑥).

It should be noted that this system is not a difference scheme for any
dynamical system in the variables (𝑥, 𝜇). Here we are dealing with a certain
generalization of the very concept of a difference scheme.

In Ref. [11] it was proposed to use as 𝜓 the Runge–Kutta scheme nested in
the 𝜙 scheme and having a smaller order. Such an approach was fully justified
then, since it promised to reduce the cost of calculating 𝜓. However, now
that multi-core processors have come into general use, it seems superfluous to
impose such a restriction: it is easier to calculate 𝜙(𝑥𝑛, 𝑑𝑡) and 𝜓(𝑥𝑛, 𝑑𝑡) at
each step in parallel.

In fact, the described approach, which we will call del Buono and Mastroserio
approach, makes it possible on the basis of any two explicit difference schemes,
including any two explicit Runge–Kutta difference schemes, to construct a new
numerical algorithm for integrating a dynamical system that preserves the
integral 𝑔. There is some arbitrariness [12] when calculating explicit Butcher
tables, which give the highest possible order of approximation for a fixed
number of stages. Therefore, two Runge–Kutta schemes of the same order,
but with different Butcher tables, can be taken as two schemes.

We have implemented del Buono and Mastroserio’s approach in the Sage
computer algebra system, and in a series of computer experiments we have
seen that it does indeed preserve the integrals of motion [13]. Since then,
a number of our developments related to the solution of ordinary differential
equations using the finite difference method was compiled into the fdm for
Sage package presented at ITTMM’2022 [14]. In this article, we want to
discuss the details of the implementation of del Buono and Mastroserio’s
approach in our package. Since it has built-in tools for working with Butcher
tables and estimating the approximation error, we will further evaluate
the possibility of using two Runge–Kutta schemes of the same order, but
with different Butcher tables. The implementation itself is available at
https://github.com/malykhmd/fdm.

2. Implementation of del Buono and Mastroserio’s
approach

Let a dynamical system (1) be given, its integral of motion 𝑔, which will be
preserved in the numerical solution, and two explicit Runge–Kutta difference
schemes ̂𝑥 = 𝜙(𝑥, 𝑑𝑡) and ̂𝑥 = 𝜓(𝑥, 𝑑𝑡), which are given using two Butcher
tables. Our implementation of the del Buono and Mastroserio approach in
fdm for Sage supports any pair of Butcher tables.

With two stages, the highest order of approximation that Runge–Kutta
schemes can have is 2. In this case, one parameter of the Butcher table
remains undefined. Therefore, in our experiments, schemes with Butcher
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tables were taken as two initial schemes

1 1
1
2

1
2

and 2 2
3
4

1
4

To calculate an approximate solution of the Cauchy problem

̇𝑥 = 𝑓(𝑥), 𝑥|𝑡=0 = 𝑥0

on the segment 0 < 𝑡 < 𝑇, we divide this segment into 𝑁 equal parts with
the step 𝑑𝑡 = 𝑇 /𝑁. Then, in a loop over 𝑛 = 1, 2, … , 𝑁, we calculate
𝑥1, 𝑥2, … . At each step in 𝑛, we first calculate the values 𝑥′

𝑛+1 = 𝜙(𝑥𝑛, 𝑑𝑡)
and 𝑥″

𝑛+1 = 𝜓(𝑥𝑛, 𝑑𝑡) by these schemes in parallel, then we calculate the root
of the equation

𝑔(𝑥′
𝑛+1 + 𝜇𝑥″

𝑛+1) = 𝑔(𝑥𝑛) (2)

relative to 𝜇. Then we find

𝑥𝑛+1 = 𝑥′
𝑛+1 + 𝜇𝑥″

𝑛+1.

In this case, a certain arbitrariness arises in the choice of the method for
solving the algebraic equation (2). When applying implicit Runge–Kutta
methods, iterative methods are used, since there is a natural approximation
to the desired root [7]. In this case, however, we do not know a good
approximation to 𝜇, and the equation itself has a small degree and, at least
in the examples considered below, admits a solution in radicals. We tried
different methods for solving this equation, in particular, explicitly expresses
the solution in radicals, but this did not give any noticeable increase in
comparison with the standard method of finding the roots of polynomials
ℝ[𝜇], implemented in Sage.

3. Test examples

As a first test case, we took a linear oscillator

⎧{
⎨{⎩

𝑑
𝑑𝑡

𝑥 = 𝑦, 𝑑
𝑑𝑡

𝑦 = −𝑥,

𝑥(0) = 0, 𝑦(0) = 1
(3)

in the segment 0 < 𝑡 < 10.
In figure 1, it is clearly seen that the quadratic integral of motion 𝑥2 + 𝑦2 is

preserved on the approximate solution found by the composite scheme, which
favorably distinguishes this scheme from the usual explicit Runge–Kutta
scheme. The slope of the Richardson diagram (figure 2) [15] shows that the
order of approximation of the composite circuit is equal to the order of the
original ones, that is, 2, as expected from theoretical considerations. It should
also be noted that the value of 𝜇 did not change from step to step.
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Figure 1. Variation of integral 𝑥2 + 𝑦2 on the approximate solutions of the problem (4):

the explicit Runge–Kutta scheme (dotted line) and the composite scheme (solid line)
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Figure 2. Richardson diagram for the value of 𝑥 at 𝑡 = 9 in the example (4)

As a second test case, we took the Jacobi oscillator:

⎧{
⎨{⎩

𝑑
𝑑𝑡

𝑝 = 𝑞𝑟, 𝑑
𝑑𝑡

𝑞 = −𝑝𝑟, 𝑑
𝑑𝑡

𝑟 = −1
4

𝑝𝑞,

𝑝(0) = 0, 𝑞(0) = 1, 𝑟(0) = 1
(4)

in the segment 0 < 𝑡 < 10. This system admits two independent quadratic
integrals, we took 𝑝2 + 𝑞2 as 𝑔.
In figure 3, it is clearly seen that this integral of motion 𝑝2 + 𝑞2 is preserved

on the approximate solution found by the composite scheme. However, the
second integral 𝑝2/4+𝑟2 is not preserved in this case (see figure 4). According
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to the Richardson diagram (figure 5), it can be seen that in this case, too,
the order of approximation of the composite circuit is equal to that of the
original ones. Unlike the linear case, the value of 𝜇 changed from step to step,
and very smoothly (figure 6).

0 2 4 6 8 10
t

1.0000

1.0005

1.0010

1.0015

1.0020

1.0025

p2 + q2

Figure 3. Variation of the integral 𝑥2 + 𝑦2 on approximate solutions of the problem (3):

explicit Runge–Kutta scheme (dotted line) and composite scheme
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Figure 4. Variation of the integral 𝑥2 + 𝑦2 on approximate solutions of the problem (3):

explicit Runge–Kutta scheme (dotted line) and composite scheme (solid line)

4. Conclusion

The performed experiments confirm that the approach, which goes back
to the article by del Buono and Mastroserio [10], can also be used with
a non-standard choice of initial schemes. Moreover, this method allows us to
offer a practical application of the well-known ambiguity in the definition of
Butcher tables.
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Figure 5. Richardson diagram for value 𝑥 at 𝑡 = 9 for example (3)
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Figure 6. Dependence of parameter 𝜇 on time 𝑡 for example (3)

However, we should admit that the main problem of all known conservative
schemes, the necessity to solve nonlinear equations at each step, has not been
completely eliminated. The gain that the described method gives can be
described as follows. If only one integral of motion of a dynamical system
with 𝑛 unknowns needs to be preserved, the Runge–Kutta symplectic method
leads to the solution of a system of 𝑛 algebraic equations at each step, and
the method under discussion only one equation with one unknown. It is well
known that numerical methods for solving one equation with one unknown are
much simpler and more reliable than methods for solving systems [16]. The
smoothness of changing the values of the parameter 𝜇 noted above suggests
that iterative algorithms, for example, Newton’s method, can be used to
calculate it.
Unfortunately, as was seen in the second test case, the inheritance of one

integral of motion does not entail the inheritance of the second. The del
Buono and Mastroserio approach has already been generalized to the case
of several integrals of motion [11] and in this case leads to the solution of
a system of nonlinear equations at each step with respect to several auxiliary
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parameters. Thus, we return to the difficulty typical of the symplectic Runge–
Kutta methods. The study of the gain that the del Buono and Mastroserio
approach gives, when applied to systems with several algebraic integrals of
motion, in comparison with classical implicit methods requires further study.
It is no less interesting how the del Buono and Mastroserio approach will

show itself in solving the many-body problem, in which the approach of
bodies significantly worsens the convergence of iterative methods used to solve
nonlinear systems that arise when using the implicit Runge–Kutta methods.
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Консервативные конечно-разностные схемы
для динамических систем

Юй Ин, Чжэнь Лу
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3, Кайюань Роуд, Кайли, 556011, Китай

Аннотация. В статье представлена реализация одного из подходов к инте-
грированию динамических систем, при котором сохраняются алгебраические
интегралы в оригинальной системе fdm for sage. Этот подход, восходящий к статье
дель Буоно и Мастросерио, позволяет на основе двух любых явных разностных
схем, в том числе любых двух явных схем Рунге–Кутты, сконструировать но-
вый численный алгоритм интегрирования динамической системы, сохраняющий
заданный интеграл. Этот подход реализован и протестирован в оригинальной
системе fdm for sage. Обсуждены детали и трудности реализации. Для тестиро-
вания в качестве двух схем взяты две схемы Рунге–Кутты одного порядка, но
с разными таблицами Бутчера, что не приводит к усложнению метода благодаря
распараллеливанию. Рассмотрено два примера — линейный осциллятор и ос-
циллятор Якоби, имеющий два квадратичных интеграла. На втором примере
показано, что сохранение одного интеграла движения не приводит к сохране-
нию другого. Проделанные эксперименты подтверждают, что данный подход
может быть использован и при нестандартном выборе исходных схем. Более того,
этот метод позволяет предложить практическое применение хорошо известной
неоднозначности в определении таблиц Бутчера.

Ключевые слова: метод конечных разностей, динамические системы, явные
методы Рунге–Кутты


