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The concept of cloud computing was created to better preserve user privacy and
data storage security. However, the resources allocated for processing this data must
be optimally allocated. The problem of optimal resource management in the loud
computing environment is described in many scientific publications. To solve the
problems of optimality of the distribution of resources of systems, you can use the
construction and analysis of QS. We conduct an analysis of two-buffer queuing system
with cross-type service and additional penalties, based on the literature reviewed in
the article. This allows us to assess how suitable the model presented in the article is
for application to cloud computing. For a given system different options for selecting
applications from queues are possible, queue numbers, therefore, the intensities of
transitions between the states of the system will change. For this, the system has
a choice policy that allows the system to decide how to behave depending on its
state. There are four components of such selection management models, which is
a stationary policy for selecting a queue number to service a ticket on a vacated
virtual machine each time immediately before service ends. A simulation model
was built for numerical analysis. The results obtained indicate that requests are
practically not delayed in the queue of the presented QS, and therefore the policy
for a given model can be considered optimal. Although Poisson flow is the simplest
for simulation, it is quite acceptable for performance evaluation. In the future, it is
planned to conduct several more experiments for different values of the intensity of
requests and various types of incoming flows.
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1. Introduction

In order to preserve and protect the users confidential data of computing
resources, the concept of Cloud Computing was developed as a way to provide
secure storage and processing of data for companies and individuals. Cloud
Computing includes not only programs and applications delivered as services
over the Internet, but also the hardware and system software in the data
centers that provide those services. This technology has five main charac-
teristics [1]: on-demand self-service, broad network access, resource pooling,
rapid elasticity and measured service. In addition, Cloud Computing includes
three main types of services: Infrastructure as a Service, Platform as a Ser-
vices, and Software as a Service [2|. There are four different ways to use this
technology: Public Cloud, Private Cloud, Community Cloud, and Hybrid
Cloud.

Nowadays the Cloud Computing model has taken on an increasingly promi-
nent role in a variety of I'T-environments, where service providers seek to meet
the needs of their customers and improve their competitive position. The in-
crease in the number of users and the expansion of the services provided has
led to the need for more storage space. As a result, service providers must
work to increase the bandwidth of online data centers. Cloud Computing has
become an integral part of maintaining high performance to improve com-
petitiveness [3]. It is the fastest growing technology, and therefore, there are
some challenges for developers and for those who use them. Let’s consider
some tasks:

— tasks of distribution and use of resources;

— model of calculations MapReduce (model of parallel computing over very
large amounts of data) [4];

— protection of cloud infrastructure [5[;

— ensuring the reliability of the work of many servers [6];

— homomorphic codes (a form of encryption);

— identification of spam pages [7];

— organization of information search.

The problem of optimal resource management in the Cloud Computing
environment is described in many scientific publications. As known, one of
the approaches to solving this problem is the construction of Queuing Systems
(QS). To analyze the distribution of resources and develop an optimal method
of performance management, in [8] a multiservice QS of a Cloud Computing
model with the same type of tasks and identical servers is investigated. The
optimization criterion is the minimization of the ratio of the average queue
length to the number of lost tasks. It should be noted that the efficient
operation of such a network presupposes the ability to flexibly respond to
changes in the demand for computing power by turning on/off machines.
Therefore, for a heterogeneous environment of Cloud Computing virtual
machines the open Jackson queue network model was proposed in [9], which
allows solving the problem of scaling the number of virtual machines. To
solve this problem the architecture of an elastic system of dynamic resource
management with several queues is presented in [10]. The model of an
open system with message queues is presented in [11]|, where reliability is
guaranteed due to the mechanism for optimizing the timeout duration, which
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does not allow the loss of a single message. The cloud architecture on e-
health platforms in medical centers was studied in [12]|, where a model of two
sequential M /M /s queues is proposed: the first assumes receiving services for
registration, data verification and consultation, and the second is for accessing
the cloud database if the serving server is free. Here, it is possible for tasks to
go into orbit, i.e. repeated calls if the service server is busy, and to leave the
system due to impatience. The proposed model reduces the overall waiting
time by 25% compared to the existing model, and also increases resource
efficiency.

We will analyze a two-buffer queuing system with cross-type service and
additional penalties. System model describing the trajectory of movement
of customers is described in Section 2. Part 3 presents a multidimensional
Markov chain. Experimental evaluation of the model is presented in Section 4.

2. System model
2.1. Overview

Let us consider the case presented in Figure 1.
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Figure 1. The architecture of two-class multi-server queuing system with a controllable
cross-connectivity

In this scenario, two web applications (web apps), classes 1 and 2 in figure,
are deployed over the cloud and parallelized on two different services. Each
server hosts groups of virtual machines (VM) and each group is assigned to
its own class. If the server is not able to provide access to the web apps, the
cloud can adapt to network load conditions and another server will provide
the necessary resources on demand. In other words, in the system of applied
cross-type service, when customers can connect both to the virtual machines
of selected server type and to an alternative if there are free virtual machines.
If the cloud is not able to provide services, i.e. all virtual machines are busy,
the customer will wait for answer. Note that the duration of a service is not
related to the type of web apps (class), but is related to a number of server.
This scenario of service imposes additional penalties, when customer service
on the server assigned to this class of application is cheaper than providing
additional resources on an alternative server. It would be logical to assume
that it would be more profitable for the cloud provider to leave the customer
to wait for the release of resources on his group of virtual machines. But
customer waiting also imposes cost losses, downtime of resources, as well as
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long processing of a request on a low-performance server will be unprofitable
factors. As a result, the main idea is to optimally distribute customers
between the two servers by calculating the optimal scheme for queue selecting.

2.2. Admission control

In this and the next section consider in more detail how access to virtual
machines is performed. With this configuration (as mentioned earlier), the
following processes are possible in the operation of the system: receipt of
a request from a customer to connect to the cloud, providing access to the
first server and providing access to the second server. For the case of receipt
of the request:

1. If there are no waiting customers and virtual machines corresponding to
this type of request are free, then access to the service can be initiated.

2. If there are no waiting customers, virtual machines corresponding to this
type of request are busy, but the alternatives are free, then access to the
service can be initiated on alternative server.

3. If all servers are busy, the customer will wait for cloud access in its queue.

2.3. Selection control

The considered system takes into account the cost of providing access to
a particular server, therefore it is important to describe the processes that
occur when providing a web app on both servers. For the case of providing
access to the first server:

1. If there are no waiting customers, then the virtual machines of first server
will be idle.

2. If there are first-class waiting customers and there are no second-class
waiting customers, then first-class waiting customer will be given access
to the first server.

3. If there are no first-class waiting customers and there are second-class
waiting customers, then second-class waiting customer will be given
access to the first server.

4. If there are all-classes waiting customers, it is necessary to select who
will be given access to the first server.

And for the case of providing access to the second server:

1. If there are no waiting customers, then the virtual machines of second
server will be idle.

2. If there are second-class waiting customers and there are no first-class
waiting customers, then second-class waiting customer will be given
access to the second server.

3. If there are no second-class waiting customers and there are first-class
waiting customers, then first-class waiting customer will be given access
to the second server.

4. If there are all-classes waiting customers, it is necessary to select who
will be given access to the first server.

Item 3 reflects the condition of queuing only when all virtual machines are
busy. To make the functioning of the system clearer, let’s limit the number of
virtual machines on each server to one. An example of such system is shown
in the Figure 5. In the figure groups of virtual machines (in our case, one
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VM on each server) are shown with circles, the different classes are indicated
by a filled circle and a shaded circle. A circle within a rectangle represents
a waiting customer.
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Figure 2. Example of system behavior with one virtual machine on each server

2.4. Problem of finding a routing policy

The step of describing how to access the servers is led to the problem of
selection the class of customers when both servers are busy and the system
has both types of waiting customers (items 4 in cases of providing access to
the servers in previous section are just responsible for this problem). Hence,
the question arises - how to define customers who will serviced when the
virtual machine is released, i.e. what type of request will be granted access to
the cloud. This customer’s choice will call a routing policy.

There are several methods for organizing and processing queues. We can
use the fixed principle or, for example, exhaustive, when we take requests from
one queue until it becomes empty then from another until this one becomes
empty then we go back to the first, etc. Also we can choose a random principle:
from the first, then from the second. Hence, how to choose the routing policy
with maximum efficiency?

Therefore, the first thing is to understand the criterion by which to choose
the best, i.e. optimal routing policy. The most common problem for models
with additional penalties, i.e. which take into account the costs of waiting
in queues and servicing on "own” or “alternative” virtual machines, is the
problem of minimizing average losses per unit of time. This problem covers
special cases of minimizing the average number of requests or the average
time in the system. Let’s choose the first option as a criterion for routing
policy for our study.

And the second thing is how to find this optimal policy: either by brute
force, or using a controlled queuing system, the analysis of which allows to
find for a given criterion this optimal policy. This algorithm is dynamic and
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will depend on the state of the system. Those, for each state its own optimal
routing policy (some control matrix) can be chosen. This approach allows for
a more narrowly configure the system.

3. Queuing model
3.1. Description
The queuing network depicted in Figure 3 models the application of Figure 1.

N = N;+N, 0<p, =p; <o

—=_ [ [ | |

Figure 3. Model in the form of a queuing system

The main parameters of the system are reflected in Table 1. It is composed
of two buffers and cross-type service. The system has N; and Ny (N;+N, = N,
Ny, k € {1,2}) groups of devices, as well as storage units with infinite capacity
for the first and second class of customers.Two classes of arrivals are assumed
to be generated according a Poisson process with parameters A\; and \,. The
service time is distributed exponentially with intensities p; and p,, in such
a way that 0 < py < p; < o0o. It is also taken into account that one group
of devices is more powerful than another. If all groups of devices are busy,
the customers arrive in the infinite buffer of its type. The service cost we
denote by ¢ ;, where k € {1,2} is the class of customers and j € {1,2} is the
indicator of our and alternative devices, (¢ > ¢;;): 1 — servicing on our
devices, 2 — servicing on an alternative. In other words, ¢;;/cy; — cost of
servicing on our first /second group devices; ¢;5/co5 — cost of servicing on
an alternative first/second group devices; ¢y (¢, > 0) — cost of waiting for

service in the k-buffer, k € {1,2}.

3.2. Stochastic process

According the above system description, denote as Q)4 (¢) — number of
customers in the k-buffer at time ¢ and D, ;(t) — number of j-customers on

k-server at time t. In other words, at some arbitrary time: d;; — number of
customers of the 1st type on virtual machines of the 1st server, d;, — number
of customers of the 2nd type on virtual machines of the 1st server, dy; —
number of customers of the 1st type on virtual machines of the 2nd server,
dyy — number of customers of the 2nd type on virtual machines of the 2nd
server.
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So, this system may be modeled by a multidimensional Markov chain with

continuous time X(t) = {Q1(t),Qx(t), D1y (t), D15(t), Dgy (t), Dog(t)} — the
number of customers in the system at t, t > 0 on a state space X:

X ={(Z = (q1,42,d11,d13,do1,d33)) : dkj >0,q, 20,k,j=1,2; (1)

(0,0,dy1,d19,dyy,doy) + diy + djg < Ny3 (2)
¢ +az >0, dyy +dpy = Ny, k=1,2} (3)
Table 1
System parameters
Parame- Description
ters
Server

k server, k = {1;2}

N, number of devices (virtual machines) of k-server

9 service intensity of k-server virtual machines (expo-
nential distribution)

Customer and queue

J type of arrivals (class of customer), j = {1;2}

k-th incoming flow rate

Cost
Cro cost of waiting in k-customer queue
Cr1 cost of k-customer servicing on our devices
Cho cost of k-customer servicing on alternative devices

3.3. Policy

It is clear that if there are different options for selecting customers from
queues then the transition intensity between the states of the system will
change. Transition rate matrix can be described in accordance with the
rules from in 2.2,2.3 when ¢; + ¢, = 0. And if two queues are occupied,
dy; > 0,q; + gy > 1 (p.4 of 2.3), then in accordance with the queue selection

function in a fixed state ¥ when servicing j-type customers on k-service:

fk](i:)e{l?2}7 TeX: q1+Q2>0 (4)

Those the elements are the numbers of the queue from which the customer
for the freed device will be taken. Based on the given rules if ¢, > 1,¢; =0
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then f,;(Z) =2,if ¢, > 1,9, =0 then f;;(Z) =1. At q; 2 1,¢5, 2 1 f;,;(Z) is
not defined. Besides, this function will depend not only on the current state of
the system, but also on the server on which the customer was served. Denote
as f(Z) = (fi1 (@), f1o (B), for (), fay (Z)) — vector of politics at different
values of k, 7. We will call the routing policy a vector

f=Ff=(f(Z),2€X:q +qy>0) (5)

of the four components of such selection management models, which is a sta-
tionary policy for selecting a queue number to service a customer on a vacated
device each time immediately before service ends. It will depend on the server
on which the customer was served and what class of customer it is.

Thus, if define a fixed strategy f we can write out the corresponding
equilibrium equations system and find the probability distribution. This
probability distribution will be denoted as:

nl(Z) =P/ (t) = 2]. (6)

3.4. Minimizing cost as optimal policy

Now based on reduction of delays as the selected optimization criterion, it
is necessary to compute the service cost for our and alternative devices taking
into account waiting in the queue. In some state z it can be represented by:

2
c(Z) = Z (Ckor + Cr1 i FCradys)- (7)
k=1
Then the average cost of operating the system for a fixed policy can be
described as:
g/ =) c@nf (). (8)
zeX

Finally, we will consider the optimal routing policy f* to be the one that
minimizes these values:

g = m}n g7 9)

There is an iterative routing policy algorithm [13| that allows, based on
the initial, fixed policy, to construct a sequence of improved policies until
the optimal average cost is reached. As a result of performing the described
steps, we get matrix of queue selection for each state of the system taking
into account the minimization of costs.

4. Simulation model and numerical analysis
4.1. Performance measures

We have studied the properties of a two-buffer queuing system with cross-
type service and additional penalties. Performance parameters of this system
can be easily found. The average number of customers of each type in the
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queue, which is obtained by summing the number of customers in the queue
for a fixed routing policy over all system states:

Z Z Z Z qkﬂ'f(QDQQadllade;d217d22>- (10)

1=0 ¢2=0 dy;+d;15=N; dy;+dy=N,

The average number of devices servicing 1 and 2 classes of customers, which
is calculated by summing the number of customers serviced over all system
states:

C;= Z (dyy + dyg + dyy + dop) ! (Z)=

reX

Z Z Z Z (diy + dio) ™ (a1, Gy, dyy, dyg, doy, doy) +

q1+92=0d;;+d;5=0 dg; +dpp=0 k=

+ Z Z Z <N1 + No)ml (g1, @, dyys gy doyy dog) - (11)
q1+92>0dy1+d13=Ny dyy+daa=

_ 2 _ _
And the average number of customers in the system: N = (Q] +C;).
j=1

4.2. Simulation model

It has already been shown that the considered routing policy depends on the
states of the system. Therefore, it is dynamic, which means that the question
arises how this policy (i.e. transition rate matrix) is sensitive to changes in
input data. Another issue is the study of the behavior of the model in other
distribution laws. If the first question can be solved by a mathematical model,
then the second cannot. Therefore, to analyze the studied model we build
a simulation model in the Anylogic environment.

To simulate the proposed model, we settled on the AnyLogic software tool.
AnyLogic system is based on the use of the object-oriented Java language. This
determines the principles for creating, debugging, and deploying simulation
models. One of the features of this tool is the ability to flexibly integrate
with external programs, in our case, it is msSQL.

Since the selection policy is a fairly large array of data, we load it into an
external Database Management System (DBMS) and each time, according
to the degree of fullness of the queues, AnyLogic sends a request to msSQL.
Table 2 lists the elements and their values of the simulator.

Formulated the table of rules is as follows:
(q1, G5 d11, 1oy doy, Aoy, f11, f12, f215 f22) where ¢ and ¢, is current
queue status. d;; is number of order from their queue d;, is number of
orders from someone else’s queue. dy; and dy, are similarly. Indicators
(f11, f12s fo1, fao) reflect which queue the request is taken from, where it is
denoted by binary values 0 and 1. SQL requests s are written on selectOutput
elements of the AnyLogic simulator.
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Figure 4. Basic architecture of the simulator

Table 2

Simulation components

Elements Value
sourcel input flow
sourcel input flow

TS1,TS2, TS, TS3

elements for marking orders with
a temporary labels

queuel ,queue2

two classes of queues

TE1,TE2

elements for reading labels

selectOutputl,selectOut-
put2

elements that distribute to instrument
groups according to SQL requests

dalayl,delay2

Group of devices

aux

iliary variables

delA busy state of the first device group
delS busy state of the second device group
qul current state of first queue size

qu2

current state of second queue size




168 DCM&ACS. 2021, 29 (2) 158-172

4.3. Numerical example

We start considering requests arriving at rate system with Ny = Ny, =5
virtual machines on each server. Assume that the incoming flow rates of the
1st and 2nd classes are identical and equal A\; = Ay = 30. Since the first server
is faster then the service intensity in the devices of the first server is p; = 20
and in the second server is p, = 5. The system also has two buffers of infinite
capacity. The results of simulation (under exponential assumptions) in the
Anylogic environment (Figure 5) are presented in the Table 3. Because the
input data for this model is a fixed routing policy then only a fixed case is
considered here. Also, the behavior of the system was studied under normal
distribution assumptions.

[CED
(;)' datadell @_I gdell 0 = {) sum1 { Tint1 ) deis e D1 ) del’s
1T ) 502
@' datadel d_l gdel Q) sum2 ) Tint ) delr e D () del1A
sink3
VI
sourcel T51 @ TE selectOutput? o1y delayl mE VEY
> 0 »+®
@ N - oA

queuel selecfOutput3 sink

sink2 "'—'8
source? rg TE hold2 delayd T;/ sink1

TS
i) >
il FRERRS %4 e © & o
(P' queue? selectOutput2
O qu O au2
() dataint d_l gint G T
-e' dataint] d_l gint1 Q tchekd d! Tgist

Figure 5. Model schema in Anylogic

The results obtained indicate that requests are practically not delayed
in the queue, and therefore the policy for a given model can be considered
optimal. Although Poisson flow is the simplest for simulation, it is quite
acceptable for performance evaluation.

5. Conclusions

In this paper we analyze the queuing system with two parallel buffers
supplied with two groups of servers. A queuing system and a simulation
model have been constructed. Initial data were set and the results of the
simulation model were obtained. The results obtained indicate that requests
are practically not delayed in the queue of the presented QS, and therefore the
policy for a given model can be considered optimal. Although Poisson flow is
the simplest for simulation, it is quite acceptable for performance evaluation.
In the future, it is planned to conduct several more experiments for different
values of the intensity of requests and various types of incoming flows.
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Table 3
Simulation results

Key Performance Indicators Exp Norm Norm

(30) | (30, | (30,
0.001) | 0.01)

Average 1-queue length 0.206 0.289 0.163

Average 2-queue length 0.153 | 0.168 0.121

Average number of customers ser- | 3.85 3.87 3.32

viced on the 1st group of virtual

machines

Average number of customers ser- | 3.91 3.94 3.41

viced on the 2nd group of virtual

machines

Average number of 1-class customers | 4.11 4.18 3.68

in the system

Average number of 2-class customers | 04.08 | 4.10 3.531
in the system

Average time of 1-class of waiting | 0.007 | 0.008 0.005
customers

Average time of 2-class of waiting | 0.005 0.004 0.004
customers

Average time in the system of cus-| 0.0503 | 0.0503 0.0402
tomers serviced on the 1st group of
virtual machines

Average time in the system of cus-| 0.199 | 0.199 0.169
tomers serviced on the 2nd group of
virtual machines

Average time in the system of 1-class | 0.068 0.070 0.059
customers

Average time in the system of 2-class | 0.133 0.135 0.124
customers
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K anammu3y nByx0ydepHOii cucTeMbl MacCOBOI'O
00CJIy>KMBaHMUsI C KPOCC-TUIIOM OOCJIY>KMBAHUSA
¥ JIOIIOJTHUTEJIbHBIMU INTpadaMu

. A. Kouerkosa''?, A. C. Banackuna', [I. B. Edbpocunun' 3,
A. A. Xakumos'!, C. A. Bypnesa'

! Kagpedpa npuraadnoti ungopmamuru u meopuu 6eposmmuocmet
Poccutickuti ynusepcumem dpyorcoor Hapodos
ya. Muxayzro-Maxaas, 0. 6, Mockea, 117198, Poccus
2 Inemumym npobaem undopmamury
Dedeparvhviti uccaedosamenverut yenmp «HUndopmamura u ynpasaenuey PAH
ya. Basunosa, 0. 44, xopn. 2, Mockea, 119333, Poccus
3 Junyckuts ynusepcumem
Aavmenbepeepwmpacce, d. 69, Jluny, Ascmpus, 4040

Komrentust obragubIX BBIYUCIEHUN ObLTa CO3IaHa I YIyUIleHnd KOH(MUICH-
[IMAJIBHOCTH II0JIb30BaTe el 1 6e30IMacHOCTH XpaHeHus JaHHbIX. OIHAKO PecypcChl,
BblJIeJIIEMbIE JIJI 00PabOTKM 3TUX JAHHBIX, JOJKHBI ObITh IPABUILHO PACIIPEIEJICHDI.
IIpobsiema onTUMAIBLHOTO yIIPaBJIEHUS PECYPCAMU B Cpele OOJIATHBIX BBITUC/ICHUN
OIlCaHa BO MHOTMX HAYYHBIX IyOsmkarusax. [jis perrerust 3a1a9 ONTUMAJILHOCTH
pacipee/leHis PecypPcoB CUCTEM MOXKHO MCIIOJIbL30BATH ITOCTPOCHKME U AHAJIU3 XapaK-
repuctuk CMO. ABTopaMu IPOBEIEH aHAJIU3 CHCTEMBI MACCOBOTO OOCITY X KUBAHUSI
¢ IBYMs OYEPENsIMU C KPOCC-TUIIOM OOC/IY2KUBAHUS U JIOIOJHATEILHBIMUA IITpadaMu,
KOTOPBIii OCHOBBIBAETCS Ha JIATEPATYPHBIX UCTOYHUKAX, PACCMOTPEHHBIX B CTATHE.
DTO0 HO3BOJIAET HAM OLEHUTH, HACKOJILKO MOJIENb, IPEACTABIEHHAs B CTATHE, HOIXO0-
JUT JJIs IPUMEHeHUs B OOJIAUHBIX BbIYHUCIeHUsX. JlaHHAsT cucTeMa mpemnoaraer
pa3Hble BAPUAHTHI BHIOOpA 3asIBOK M3 OYepeeil, HOMEPOB O4Yepeieii, CJIeI0BaTe/IbHO,
MHTEHCUBHOCTH II€PEXOJIOB MEXKJIy COCTOSIHUSIMU CUCTEMBbI OYIyT MeHsThcdA. st aro-
ro IpeJIaraeTcs MOJUTUKA BbIOOpa, KOTOpas MO3BOJIAET CUCTEME pellaTh, KaK cebst
BECTH B 3aBHCHMOCTH OT CBOEIO COCTOSHUS. VICIOJIb3yIOTCS YeThipe KOMIOHEHTHI MO-
JIeJIA YIIPABJIEHUS BHIOOPOM, KOTOPBIE IIPEICTABIIAIOT CODOM CTAIMOHAPHYIO IIOJIUTHKY
JUTSL OTIPEJIeJIEHUsT HOMEpa OdYepein, U3 KOTOPoil Oy/IeT B3ATa 3asBKa HA 00CTyKUBa-
Hue. JlaHHBIH BBHIOOD IMPOMCXOOUT KaXKIblii pa3 HEIOCPEJICTBEHHO Iepe] OKOHIaHUEM
obcirykuBaHus. JIjs 9uCIEHHOr0 aHAIN3a ITOCTPOEHa MMUTAIIMOHHAS MOJEb.

KirmodeBble cJjioBa: cucreMa MacCOBOIO O6C.Hy}KI/IBaHI/IH, 00JIaYHbIE BBLIYHCJIE-
HUA, HyaCCOHOBCKI/Iﬁ IIOTOK, IIapaJijIeJIbHBbIC O4Yepeau, OIITUMaJIbHad IIOJIMTHUKA



