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The modern development of engineering, telecommunications, information and computer
technologies allows for collecting, processing and storing huge volumes of data today. Among the
first applications of Big Data there was the creation of corporate repositories that use gathered
information for analysis and strategic decision-making. However, an unsystematic collection of
information leads to the storage and processing of a large amount of non-essential data, while
important information falls out of the analysts’ view. An important point is the analysis of
the semantics and purpose of data collection, which define both the collection technology and
infrastructure and the direction of subsequent processing and use of Big Data with the help of
metrics that reduce data volume, leaving only essential information to process. As a first step
towards this goal, we present a formalization approach of corporate Big Data using a partially
observable Markov decision process (POMDP), and we show that it naturally aligns itself with
the corporate governance system.
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1. Background

The term Big Data is used today in reference to large volumes and a wide variety
of structured and unstructured data. One of the first applications of Big Data was
the creation of corporate repositories that use the collected information for analysis
and strategic decision-making in Business Intelligence class systems. Today, there are
technological opportunities not only to store, process and analyze huge amounts of data,
but also to generate and transmit them with the help of technical and telecommunication
tools. Various technical devices are sources of data that are used in projects such as
the creation of digital cities, digital governments and smart homes. On the other hand,
Industry 4.0 is a single concept of industrial production based on product life-cycle
management [1] and smart production strategy, which involves the use of the Internet of
Things, cloud computing and cybernetic systems. Its creation, as well as the development
of technical means of data generation and transmission, expand the use of Big Data in
activities of artificially created objects [2], primarily in the creation of new mechanisms
that improve the governance system of corporations.

However, the increasing amount of information raises the problem of choosing essential,
reliable and consistent information. Today, Big Data can not only reduce entropy and
improve the quality of the control system, but also contribute to increase the entropy
of a system if the system does not have the mechanisms to combat noise that distorts
information. When working with information, it is necessary to understand for what
purpose Big Data is collected and processed, what is the source of Big Data, how to weed
out information that is not essential for a given subject area or a given class of tasks. It
is obvious that when working with Big Data, one cannot limit oneself to the statistical
theory of information proposed by Shannon. The actual problem is the identification of
the semantics of information for purposeful and systematic data collecting and processing,
as well as the creation of a particular infrastructure and set of metrics for Big Data. This
task is of particular practical importance in the creation and operation of cybernetic
systems to which a corporation belongs.
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2. Contextual semantics of Big Data

Semantics, broadly speaking, is the relationship between language expressions and the
world, real or imagined. Semantics is connected with pragmatics, and in some cases the
semantics of the concept is identical to its pragmatics. Today, it is necessary to give a
more precise definition of the concept of “semantics”, replacing units of language with
units of information and considering different types of information: colors, sounds, images,
linguistic and numerical symbols, and even emotional (tonal) signs, since any information
type of the above can be compared to a digital analog. In particular, there already exist
such fields of knowledge as phonosemantics — direction in linguistics, suggesting that
vocal sounds (phonemes) can carry meaning in themselves, — psychology (semantics) of
color, personal semantics, semantics of the artistic image, among others.

Another important clarification in the definition of semantics is the presence of the
context, without which the semantics of a concept cannot be determined accurately.
Montague [3]| postulates that there are no words whose identification would be possible
and correct in the absence of an environment or context.

When defining semantics, it is necessary to determine the semantic object (a symbol,
a number, a set of letters, a sentence ... ), its source (corporate business processes and
systems, corporate mail and websites, media, social networks ... ), its atoms (elementary
semantic objects with uniquely determined semantics), its context (semantic fragment
necessary for determining the meaning of individual atoms) and other characteristics
that establish relationships between semantic objects and contexts (classification signs,
movement of resources, internal and external state of objects ... ).

A semantic object has no semantics, is not a semantic atom, or is not a set of semantic
atoms, if in a given context there is not an interpretation that has a true meaning. The
exact meaning of the semantic object cannot be determined if: a) the context or its
meaningful parts are missing, b) the semantic object is not a semantic atom, or c¢) there
is no semantic characteristic given.

3. Enterprise management system as an area of context
formation

What can be the context for Big Data in a corporate management system (CMS)?
First of all, the context is the subject area itself (the type of activity of the company),
together with entities such as objects, relationships, properties, activities, object states,
and complex entities representing clusters such as situations in enterprise and environment
management. Depending on the context, Big Data represents characteristics of the listed
entities, as well as the presence or absence of these entities and their properties. However,
there is a universal semantic context specific to corporate governance as a type of activity,
which can be applied on management in any subject area.

Considering the CMS as a field of formation of Big Data context, a corporation
is a complex dynamic system destined to achieve long-term profit with sustainable
development. Management of such a system involves the presence of different contours,
goals and objectives of management which can be granular in essence [3]. The objectives
of managing a dynamic system such as a corporation are shown in Fig. 1.

The corresponding management systems underpinning the achievement of these goals
are shown in Table 1.

It is important to understand that, in addition to the development of a corporate system
(product line development, new activities and markets, technologies and resources), it
is necessary to improve the management system itself. Therefore, Quality management
systems (QMS), whose goal is TQM (Total quality management, which includes not only
the quality of products and services, technologies and resources, but also the quality
of the integrated management system), occupies an important place in an integrated
corporate management system (ICMS) (see Fig. 2).
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Figure 1. Purposes of dynamic system control
Table 1

Management purposes in the control system

Control system (control cycle)

Purpose of management

Operational (regular) management sys-
tem

System of strategic management
System of crisis management

System of situational management

Stable operation of the system

System development

Adaptation and prevention of nega-
tive impacts and crisis states

Exit from crisis situations

System of
strategic
management

Operational
(regular)
management
system

Quality
management
system

System of
crisis and
situational
management

Figure 2. Integrated corporate management system

In addition to the control cycle, other indicators guide the splitting of ICMS into
subsystems or control objects. Subsystems can be selected according to their associated
type of control object in the strategic management system, and are distinguished in
the operational management system: human resources management system, customer
relationship management system, production management system, equipment maintenance

and repair management system, etc.
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In addition to the type of production activity, the control cycle and the control object,
the context of Big Data semantics is determined by the task that arises in the management
process. Many tasks are defined by a management cycle, but the tasks that make up the
Deming cycle (Plan-Do-Check-Analyze-Act) are solved in each cycle: planning, accounting,
control, analysis and decision-making [4]. Tasks like prediction, modeling goal-setting
are also solved in the strategic management cycle. Other tasks are added in the contour
of crisis management: diagnostics of the control object state, and recognition of objects,
characteristics and situations. The QMS, on the other hand, solves tasks regarding
the development of corrective and preventive actions, and is associated to subsystems
such as the investment planning system, analysis and forecasting subsystems, and check
and monitoring systems.

Requirements to the solution of control problems are becoming more strict, and force a
continual change in the management’s priorities for defining objectives. Therefore, the first
task is to adapt to internal and external changes in the environment [5] that affect both
the properties of the system itself, including the control system, and the product range
along with its properties, production technologies, business types and their integration [6],
etc. Under these conditions, the need for Big Data analysis and processing is seen not
only in the strategic management area, but also in the operational and crisis management
areas, especially since the processing of Big Data nowadays can take place in real time [7].

4. Ontological approach to semantics of Big Data

Beer compares isomorphism between corporations to a biological (living) system as
the human being [8]. Living organisms in the process of life continually increase their
entropy and thus approach the dangerous state of maximum entropy representing death.
They remain alive by constantly extracting negative entropy from their environment,
which is otherwise called negentropy [9]: negative entropy, what the body feeds on. The
means by which the organism maintains itself constantly at a sufficiently high level of
order (equal to a sufficiently low level of entropy), in fact, consists in the continuous
extraction of order from its environment. By analogy with a living organism, with the
growing uncertainty of the external and internal environment, the system expands the
size of the information search space, increasing entropy and the probability of making
wrong decisions. Big Data can both increase and decrease entropy in the system. On
the one hand, it is an increasing information flow of structured and unstructured data,
which has non-factors that need to be processed and analyzed in decision-making. On
the other hand, the solution of such tasks as classification and clustering on the basis
of identifying the semantics of the data, is the means by which the organism maintains
itself permanently at a fairly high level of order.

So, the complexity of the environment and the control object generates entropy, which
can be reduced by means of Big Data processing tools. What is the condition, in which
Big Data processing reduces entropy in the system, increases the growth of negentropy,
contributing to order increase? The most important factor is a meaningful, ordered
collection of Big Data, based on its semantics and in accordance with the selected
context [10].

Big Data can also indicate the presence of [11]:

— relationships, characteristics, states, situations that develop between the object and
in the environment, the appearance of objects with new properties, of new elements
and systems states, as well as the emergence of new laws and standards,

— change and emergence of new trends in the field of sales, technologies and management,
the presence of elements whose properties and purposes contradict the goals and
properties of the corporate system,

— identification of preferences of users and consumers of products, as well as the
compliance or non-compliance of consumer properties of products with declared
properties,
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— violation of the laws of management and operation, mismatch of the degree of
diversity between the control system and the control object and the accumulation of
facts contradicting the legislative basis of both corporate and branch level.

The list is not complete, but it shows how diverse Big Data semantics can be. At the
same time, the uncertainty space is reduced when Big Data is projected onto contours,
objects, and control tasks. On the other hand, domain ontology and ontology of the
ICMS are situated in the core of the definition of Big Data semantics. Ontology combines
data into a single system, which in turn completes, verifies, and updates the system [12].
Contextual semantics based, on the ontology of the ICMS and the corresponding subject
area, is a method of reducing the diversity of data and the resulting entropy. Ontology
gives form to the context, which is the basis for determining the semantics of Big Data,
and is also the key to its sorting and transformation (saturation, updating) at the stages
of preprocessing and standardization in architecture collection (see Fig. 3).

BIG DATA

type of production
activity

management
cycle

control object

management
task

Figure 3. Moving from Big Data to Clear Data

A set of threshold values can be established around collected information in ontologies,
by means of features such as materiality (significance), context, which is defined by
metadata (type of production activity, business task, management cycle, goal, object
and task of management), and completeness and sufficiency (necessary to minimize
redundancy and duplication of information). Concrete examples of ontology applications
can be seen in the artificial intelligence approach to education, where ontologies can
serve as mindtools for tutoring systems [13]. On the other hand, fuzzy ontologies can
be used to tackle complicated and heterogeneous control tasks with granular properties,
and can also function as a linguistic basis to enable effective communication between
cognitive agents [14].

5. Characterization of Big Data in a corporation

Laney [15] described the kind of information that we now refer to as Big Data as
consisting of three main characteristics: the 3 v’s, or volume (large numbers of records),
velocity (the frequency of generation and/or the frequency of handling, recording, and
publishing), and variety (structured, semi-structured and unstructured data types). Since
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then, authors have added factors such as veracity (the level to which the data contains
noise, uncertainty and error), value (the level to which insights can be extracted and the
data can be repurposed), and several other characteristics gathered in [16].

Concretely, measures have been added concerning exhaustivity (the possibility of a
system to capture the entire population within its data generation, rather than a sample);
resolution (presentation of the minimal elements instead of aggregates), which can be
coarse or fine-grained; indexicality (accompanying metadata that uniquely identifies the
device, site and time/date of generation, along with other characteristics); relationality (the
possibility to link data that share some common fields and to identify relationships between
datasets); extensionality (adaptability, flexibility of data generation), and scalability (the
extent to which a system can cope with varying data flow).

6. A POMDP quality model for Big Data environments

We proceed to apply a formalization of the quality management system considering
the Big Data characterizations present in the literature. In order to correctly portray
the various sources of uncertainty in real-world corporations, we model the system using
an appropriate probabilistic framework, namely a partially observable Markov decision
process (POMDP) [17]. We therefore incorporate the Big Data characteristics as possible
sources of uncertainty regarding the obtainment of ideal information from a set of states.

Let F be defined as a set of fields and T as a set of data types. Thus, tp : F' — T
corresponds to a function assigning a data type to each field. On the other hand, we
define H as a set of headers, and h € FIF| as a header. Representing I as a set of indexes
and R as a set of logs or records, a database — our main information destination — can
be obtained by applying the relation d : I x H — RIIXIH| which corresponds to the
association between headers, indexes and records. In this regard, D = {do,d1,...,dx}
represents a set of databases.

Roughly speaking, a POMDP consists in a normal Markov Decision Process regarding
an agent in the presence of certain states, whose actions result in a probabilistic state
transition and a corresponding reward. However, it presupposes an impossibility to directly
read a true state of the system; rather, the POMDP generates an observation with an
associated probability distribution over a set of states, which is known as a belief state.
In the present study, we associate the generation of such belief states in a corporation
with the level in which Big Data characteristics are present in its databases. For this
purpose, we assigned a symbol to each Big Data characteristic studied: ¢, for volume, £,
for velocity, a,, for variety, ay for veracity, a. for exhaustivity, ¢, for resolution, 6; for
indexicality, a; for relationality, &, for value, . for extensionality, and s for scalability.

Defining S as a (finite) set of states, we consider an individual state to be derived
from database records. This gives rise to an association between database logs and
states in the form of the function ss : DIPl x Il — S. From the point of view of
an agent with incomplete knowledge, such a set S can be ordered to display perceived
similarities between states, so that agents’ observations result in sets of similar states.
We consider that such a similarity depends on the contingent configuration of the Big
Data factors. Thus, we define a partial order of the states in a state space S as the
result of a function ord : [0,1]* — SI81) which takes as inputs the values o, o, e and
«; as characteristics directly concerning the way data is structured in a certain domain.
Following this definition, we present some helper functions; namely, iz : S x SI°l - N, a
function returning the index of a state in a state space; off : [0, 1] — Z, an observation
offset from a real state in a state space poset, depending on 6;; and ng : [0,1]* — N;, a
state neighborhood radius depending on ¢, and ¢,. This gives rise to a major equation
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in the Big Data POMDP.

k+off(6;)
obsx = (Dx, [x) = U sj, k=1ix(ss(Dx,Ix),S%), (1)
j:kfoﬁ"(ei)

where s; € Sx and S* = ord(ow, a, o, 7). Equation 1 corresponds to a function
returning an observation or belief state, i.e. a set of states believed to contain the true
state, and is further detailed by a function po : SISl — [0, 1]1%], returning a probability
distribution over a set of states.

Having formalized the basic functioning of the Big Data POMDP, it follows to define a
set A of actions, which give rise to a set of conditional transition probabilities between
states with the function pc: S x A x S — [0,1]. Considering the corporation (concretely,
the QMS) as an agent, it is subject to a reward function rw : S x A x [0,1]* — R; which
depends on the current state, the action taken, and the coefficients 3, 8., SpandfBs. The
latter are closely related to the capabilities of the corporation’s information systems to
promptly react to the significant flow of information in Big Data environments. Finally,
we introduce § € [0,1]: the discount factor. Its functioning is portrayed in the main
equation (Eq. 2) of the Big Data POMDP.

P wt] , (2)
t=0

where wywt = rw(fs(t), a, By, Be, P, Bs), a € A is the reward at time step ¢, and fs: N —
S is a function associating a time step to its corresponding state. Equation 2 corresponds
to the expected future discounted reward (X): the goal of the system is to perform
actions at each time step in order to maximize X. When the discount factor (d) is close
to zero, the system focuses only on immediate rewards; on the other hand, when its value
approaches one, the system dedicates its actions to increase future rewards.

In the QMS, the discount factor represents the balance between the strategic and crisis
management system, on the one hand, and the operational and situational management
system on the other hand: a value of would mean an equivalent ratio of operational
decisions over strategic ones. The difference between strategic and crisis management,
and equivalently between operational and situational management, radicates on the set A
of actions: the set can be partitioned beforehand according to each system.

X=F

7. Conclusion

The development of means for formation and transmission of Big Data expands the scope
of its use in the activities of corporations, especially in the creation of new mechanisms
that improve the corporate governance system. However, if we approach the collection
and processing of Big Data without analyzing its semantics, believing that we can solve
the variety of problems arising in the management process by identifying structured data
and knowledge from the information chaos, we will get an increasing entropy due to
non-factors: incompleteness, unreliability, inconsistency. There is a need for a systematic
approach to the collection and processing of Big Data, and we consider it to be a new
generation of sensors based on data semantics. Semantics, in turn, is determined by the
context in which the data is generated and used.

In this regard, we performed the first step to the formalization of Big Data in ICMS as
an architecture of data collection and a processing procedure. Based on the literature, we
described several characteristics that Big Data needs to fulfill, and we constructed a deci-
sion model based on them. Concretely, we proposed a partially observable Markov decision
process (POMDP) to translate uncertainty in the data to probabilistic observations of
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states. With the corporation as an agent, we defined a method of parameterization of the
model into strategic (crisis) management or operational (situational) management, and a
method of differentiation between the actions corresponding to each of those systems.
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CemMmaHTuKa 0OJIBIIINX JaHHBbIX B KOPIIOPATUBHBIX CUCTeMaxX
YupasBJsieHUusd

I'. M. HoBukoBa, 9. X. A3zodeiida

Kagedpa ungopmayuoniur mexrnosoud
Poccutickuti ynusepcumem dpyorcbvr 1apodos
ya. Muxayxro-Maxaas, 0. 6, Mocksa, Poccus, 117198

CoBpeMeHHOe pa3BUTHE TEXHUKH, TEIEKOMMYHUKAIIMOHHBIX, THMOPMAIIMOHHBIX U KOMITHIOTED-
HBIX TE€XHOJIOI'Hil II03BOJISIET CEroHs cOOUpaTh, 06padaThIBATH U XPAHUTH OIPOMHBIE 0OBEMBI
nanbix. OZHUM U3 NepBBIX NpuMeHeHuit Gosbmmx Aaubix ( Big Data) craso cosmanue Kop-
MTOPATUBHBIX XPAHUJIAIIL, UCIIOJIB3YIONNX COOPAHHYI0 MHMOPMAIIAIO I AHAIN3a W TPUHITHUS
crparerndeckux pertennii. Oguako GeccucreMHbI c60p MHMOPMAIMY IPUBOINUT K XPAHEHUIO
u 06paboTke OOJIBIITOrO0 06bEMa HECYIIECTBEHHBIX JTAHHBIX, B TO BpeMs KakK BaxXHas MHMOpPMa-
II1sI BBIIAAET U3 TOJIS 3PEHUs AHAJUTUKOB. Ba)KHBIM MOMEHTOM SIBJISIETCSI AHAJIU3 CEMAHTHUKY U
e cbopa TaHHBIX, KOTOPBIE OIIPEIEIISIIOT KaK HHPPACTPYKTYPY U TEXHOJIOTHIO cO0pa, Tak U
HAIPaBJIEHUE TTOCJIEIYIONel 00pabOTKN M UCIOIb30BaHMs HOOIBIMIX JAHHBIX C TOMOIIBIO METPUK,
COKPAIIAIONINX 00beM JAHHBIX, OCTABJIsA JJIsi 0OPAOOTKN TOJHKO HEOOXOMUMYIO0 MHMOOPMAITHIO.
B crarhe paccMarpuBaeTcs HCIOJIb30BAHHE OHTOJIOIMH KOPIOPATHBHOIO MEHE?KMEHTA JIJIsi
OTIpE/IeJIeHUsT KOHTEKCTHON CEMAHTUKHU OOJIBINX JAHHBIX M YMEHBITEHUS PA3HOOOPA3Us JIaH-
HBIX U UTOrOBOI HTPONMY B CACTEME YIIPABJIEHMS, & TaKKe OIMCAHO IPUMEHEHNe YaCTUIHO
HabomaemMoro Mapkosckoro nponecca npunsatusi pemtenuii( POMDP) nnsa dopmanusanum
GYHKIMOHUPOBAHUST KOPIOPATUBHON CUCTEMBI YIIPABJIEHUS B cpejie OObINX JaHHBIX.
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