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The paper sets out one of the methodologies on image processing and recognition of the form
of graphic objects. In it, at the first stage preliminary processing of the image with the purpose
of extracting of characteristic attributes of the form of objects is made. Contours of objects
are used as such attributes. For transformation of 2D contours of objects to one-dimensional
contour function ArcHeight method has been used. The algorithm for identification contour
functions based on metrics DTW is developed. Definition of the identification function based on
this method is introduced. Features of application of metrics DTW are stated at identification of
the form of objects. Matrices of distances of combinations the sample-sample and the sample-not
sample are presented. Results of calculations of metrics DTW on a plenty of real data are
analyzed. It is shown, that the developed algorithm allows to identify the form of objects
independently of their position and an angle of turn on the image. Influence of the noise imposed
on the image of object, on value of the metrics is investigated. Theoretical and practical results
of such dependence are received; it shows that in a wide range (up to the ratio a signal/noise
10 dB) value of the metrics practically does not change. The positive parties and lacks of the
offered algorithm are noted at identification of the form of object.
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1. Introduction

At identification of graphic objects there is a number of problems that need to be
investigated first. One of such problems is the influence of noises on the quality of
recognition. The use of methodology described in Refs. [1,2] is oriented on multiple stages
of preliminary image processing aimed at extracting primary image features, such as
contours, angles, texture, etc. [3,4]. At the final stage, the object properties are compared
with the sample object properties basing on a certain metric that allows the classification
of objects. The object contour is known to be one of the most informative features of the
object shape [5,6]. Although the issues of contour receiving and mathematical description
attract much attention, a significant role here is played by the recognition methods
using signature analysis [7,8]. It is based on the calculation of one-dimensional contour
function from the two-dimensional array of the contour points with the use of the center
of gravity of the studied object or, in some cases, without it. The process of identifying
such one-dimensional contour function is identical to the analysis and comparison of time
series data, since such contour function can be considered as an example of time series.

Time series data are widely used in many scientific and practical areas, such as
recognition of speech and music, hand-written text, electrocardiograms, stock exchange
quotations, in bioinformatics, etc. The use of Euclidean metric (as well as the L, metrics)
for their classification often leads to large errors.

In the present paper in order to identify the object shape after the preliminary processing
of the image we use the algorithm ArcHeight, one of the signature analysis algorithms,
by using which one gets a contour function considered further as a time series. We briefly
present the principles of the classical algorithm DTW that underlies the comparison of
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time series data. The influence of noises on the value of DTW metric is theoretically
analyzed. The results of simulations confirm the theoretical conclusion that the metric
value is independent of noise values in a wide range of interval. Examples that show
the area of applicability of the present method are presented. In the discussion, the
advantages and disadvantage of the presented approach to the identification of contour
functions are summarized. In conclusion, the direction of further studies in the field and
the perspective of application are outlined.

2. Contour Function

Let us define a contour function as the result of a certain transformation of the 2d form
(contour) object into a 1d function of the boundary representation. Most methods of
constructing such functions are based on the signature analysis that uses the representation
of the contour function with respect to the center of gravity [9]. There are also methods
that use contours, but do not use the center of gravity, which can be also considered as
signature methods, e.g., the algorithms by Chetverikov [10], Rosenfeld [11], Mokhtarian [12]
or the arc-chord distance method [13,14], later referred to as ArcHeight [15].

In the present paper the contour function of the object is obtained using the classical al-
gorithm ArcHeight. This algorithm is based on calculating the length of the perpendicular
from the middle of some segment of the curve (the object perimeter) to the chord con-
necting the end points of the segment. This perpendicular is calculated using the formula

d, = \/((xz- — 20) (Y — Ya) = (Ui — Ya) (@ — 24))” )

(q —25)% + (Ya — Wb)?

and is proportional to the value of curvature of the segment at the considered point [16].

The sequential tracing of the contour yields a certain tabulated function that charac-
terizes the shape of the object. An example of such function for the silhouette of the
aircraft JetCommander1121 is shown in Fig. 1.
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Figure 1. Silhouette of the aircraft JetCommander1121 with introduced noise at
the level of 40 dB, its contour and its contour function calculated using the
method ArcHeight. The number of contour points is 2064, the chord length is 35,
the Savitzky-Golay filter length is 31 point
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In the left upper corner of Fig. 1 the silhouette is shown, the right upper corner
shows the contour of this, and at the bottom the resulting contour function, obtained
using the ArcHeight method is presented. To obtain the contour function we used
the following sequence of operations: image loading, filtering, conversion into binary
black-and-white image, morphological cleaning of the residual noise, contour receiving,
using of the algorithm ArcHeight for the contour function calculation, and its smoothing
using Savitzky-Golay method.

Since the size of the objects on the image can be different when applying the ArcHeight
method, we used the technique of dynamical setting of the curve segment size to eliminate
the size influence. Experiments have shown that the optimal value of the chord is
L = K/100 + 14, where L is the segment length and K is the total length of the contour
in pixels.

Remark. To enhance the noise immunity of the method for large objects it is possible
to use averaged values of coordinates of a few adjacent points rather than a single point
as the end coordinates of the chord.

3. The Idea of DTW

Let us denote the contour functions of the object and the sample as the sequences of
values Q = q1,92,---,Gi,---,qn and C = c1,¢Ca,...,C;,y . .. Cm, respectively, generally with
n #% m, and let us consider these functions to be time series data, so that the adjacent
values of each series have similar time shifts. For comparing these sequences in the classical
DTW method the matrix of distances (deformations) D(i,j) with the dimensions m x n
is constructed, where each element (i, j) of the matrix represents a certain distance d(q, c)
between two pomts ¢; and ¢;. Commonly this distance is calculated as a Euclidean one, i.e.,

d(gi,ci) = (%’2 - 012)1/2’ (2)

but it can be calculated as the norm d(q;,c;) = |g; — ¢;| as well. Each element of the
matrix corresponds to the flattened section between the points ¢; and ¢;. The purpose
of the DTW algorithm is to construct a certain path W = wy,ws, ..., wg, ..., wg, such
that max(m,n) < K < m+n+ 1, obeying the following conditions:
— the boundary condition: for the initial and final points of the matrix diagonal
wy = (1,1) and wg = (m,n);
— the continuity condition: for the adjacent points wy = (a,b) and wy = (a/, ') it is
necessary that (a —a’) <1 and (b—10") < 1;
— the monotonicity condition: for the adjacent points and it is necessary that (a—a’) > 0
and (b—10') >0

From the theoretical variety of possible paths, the following one is chosen:

DWT(Q,C) = min

In Eq.(3), the divisor K is used to normalize the metric at different dimensions of the
sequences ) and C'. This path is found basing on dynamical programming by means
of the formula

7(7'7]) = d(qivcj) + mln{’)/(l - 17] - 1)77(2 - 17])77(7'7] - 1)}7 (4)

where (i, 7) is the accumulated path length and d(g;,c;) is the path length from the
starting point to the point (4,7). As a result, a certain number is obtained characterizing
the distance between the sequences ) and C, which will be denoted by pgtw -
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Figure 2 presents three matrices of distance.

- 80 ) 200

Figure 2. Three matrices of distance and the calculated paths for comparison of
objects: EE (left); EE with distortion of one of the objects (middle), EN (right)

The left-hand one results from the comparison of two identical sequences SS (Sample-
Sample), the middle one is obtained for a certain variation of one sequence with respect
to another, and the right-hand one is obtained for different sequences SN (Sample-Non-
Sample). The diagonal top-bottom line corresponds to the optimal path. The smaller
is the deviation of this line from the diagonal, the smaller is the difference between
the sequences.

Let us consider the problem of whether the minimal DTW path satisfies the definition
of metric. For this aim, let us check the fulfilment of the metric requirements:

— the axiom of identity d(z,y) = 0, the equality to zero corresponding to x = y. Since
the elements of the matrix of distances are calculated in an Euclidean space, it is
obvious that each element of the matrix will be positive and, therefore, the condition
is satisfied. When the sequences coincide, the distance along the principal diagonal
will equal 0, since the Euclidean metric, calculated for each element of the diagonal,
will be equal to zero;

— the axiom of symmetry d(x,y) = d(y, z). This condition is also obviously valid, since
the permutation of positions in the metric means the transposition of the matrix of
distances;

— the triangle inequality d(z, z) < d(z,y) + d(y, z). Automatically follows from 1 and
2 being presented as d(z,y) < d(z,2) + d(y, 2).

Thus, the use of the term “DTW metric” is fully justified.

Let us define the identification function, based on the DTW method, as

17 w < b
\ = { Pdt € (5)

Oa Pdtw 2 €.

where pgiy, is the DTW metric, and € is the classification tolerance (CT) for the considered
method.
Let us analyze some results of DTW metric calculations for realistic data. As an

example, consider the contour functions of aircraft silhouettes presented in Fig. 31.

ISuch objects were chosen on purpose, since the silhouettes of the planes do not differ strongly, so it
is interesting to classify such objects (i.e., to divide them into classes).
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Figure 3. Silhouettes of aircrafts’ (from top to bottom, from left to right)
Grumman TBF-1, Aero L-29, Arado Ar 234B, Curtiss P-40F, Dornier DO-335A,
Grumman F4F-3, Arado Ar 240, Avro 668, Bell-X1, Jet Commander 1121,
Mitchell-D-25C, Boeing B-47E (strongly reduce)

Table 1 presents the values of metrics calculated for all combinations of aircraft
silhouettes in Fig. 3. At the principal diagonal, the values of DTW metric calculated
for the aircrafts of the same name are located. For combinations of different planes
(SN) we get the mean value p = 0.639 and the variance o = 0.045, which allows the
conclusion that the mean value for sample-sample combinations is essentially smaller
than for sample-non-sample combinations. This is an evidence of DTW metric efficiency
in the object shape recognition.

One more issue of importance is the type of metric distribution under different distortions
of the contour function. The simulation has shown that the distribution of the DTW
metric value under the influence of noise occurs in accordance with the normal law. Thus,
e.g., Fig. 4 presents a histogram of the metric values and the distribution density function
calculated on its base for the Avro668 plane SS combinations. The metric value is different
from zero, since in the process of investigation a noise was added on the plane silhouette
that distorted the shape of the object and, finally, the contour function.
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I:l Histogramm distribution

250} = Fit Gaussian Law
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Figure 4. Histogram and metric distribution density function for the Avro668
plane SS combinations
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The verification of the hypothesis of normal distribution has shown high accuracy
of agreement with the parameters u = 0.192127; 0 = 0.001491. Multiple experiments
with other silhouettes also confirm the normal distribution law for the values of metrics
under the effect of noise.

4. Specific Features of DTW Metric Application

Under process identification real objects, their size and position with respect to the
sample are not known in advance. Therefore, it is necessary to use some algorithmic
method for correct matching of contour functions in the process of recognition.

Moreover, even for the rotation of a single object, the contour function shifts by a
certain number of points corresponding to the rotation angle. An example of such contour
functions with the cyclic shift by nearly 640 points for the silhouette of BoeingB47E
is shown in Fig. 5.

T T T T T

shift

1

1 1 1 1 1 1
0 200 400 600 800 1000 1200

Figure 5. BoeingB47E aircraft silhouettes (reduce) with different angle of rotation
and their contour functions with cyclic shift

Calculating the DTW metric for cyclically shifted contour functions from Fig. 6, we
get the value pgg,y, = 0.7174, which corresponds to the SN combination for the compared
contour functions. Since the orientation of the object silhouette, i.e., the shift of one
contour function with respect to another is not known a priory, some operations are
to be performed to resolve the problem. First, assume that the number of points of
the sample exceeds that of the object to be recognized, i.e., m > n. Otherwise, we
change the object for the sample and vice verse. Second, it is necessary to augment the
sample from the right by the number of points, corresponding to the object, i.e., C* =
€1,C2, ., Cm,C1,C2,...,Cpn. Third, it is needed to organize the sequential comparison of the
object with the fragment of the augmented sample. In other words, we calculate the DTW
as a function of the object position on the augmented function C? of the sample in the

form FDTW (Q,C?(i)) = min < ZkK_l wk/K>, where CP(i) = C*(¢i, Cit1y- -+ 3 Citn—1),

i = 1,n. Here CP at a certain i determines the value of shift of the window moved along
the sample, in which the values of the DT'W metric is calculated. The metric value will
be calculated as pgr, = min (FDTW(Q, CP(i))).

5. Noise Resistance

In the development of new methods for identification of the object shape one has to
take the influence of different factors into account [17]. One of them is the permanent
presence of noises in the real image, which finally distorts the contour function. Let us
estimate the influence of noises on the DTW metric value.
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Let the contour function be presented as @ = ¢1,42,--., 4, - - -, ¢y for the object and
as C' = q; +&;, 1 = 1,n for the sample, where &; is a certain value of the noise component
distributed according to the normal law and added to each value of the numerical sequence.
Let us substitute the values of C' into Eq. (2) and calculate the distance for each value of :

dgi —¢i) = (qi — (¢ — &), i—1,n. (6)

In fact, the result of the calculation means that under the influence of noises the value
of metric converges to the x? law [18]'. According to the central limit theorem, when
1 converges to infinity for a large number of degrees of freedom k, the distribution of
the random variable Y — y2(k) can be approximated by the normal distribution, with

parameters Y = N (k, 2k), with k — oo (more exactly, % — N(0,1)). Therefore, the

value of metric in the sum of Eq. (6) for a large number point of sequence must tend to
zero. Hence, the value of metric should not change under the addition of noises to the
contour function in a wide range of the values, determining the shape of objects.

Let us verify this statement by simulation using the Matlab software. We impose
random noise on the contour function (series), e.g., the one obtained from the silhouette
of the Aerol.29 aircraft, using the built-in function awgn that allows the addition of
noises to an array of points with the level expressed in dB2. Let us calculate the values of
metric using Eq. (4) with Eq. (6) taken into account, starting from the signal-to-noise
ratio 100 dB and gradually reducing it to 3 dB with the step of 1 dB. The simulation
results for three silhouettes of Aerol29, JetCommander1121, and MitchellD25C shown in
Fig. 6 demonstrate that the metric remains unchanged practically until the noise level
becomes comparable with the signal level.

0.18 T T T T T T T
016 - 1

i — DTW for AeroL29
.‘. = == DTW for JetCommander1121

0.1r DTW for MitchellD25C

Value of DTW

0 10 20 30 40 50 60 70 80 90 100
Signal/Noise (dB)

Figure 6. Metric values versus the noise level for AeroL29 (solid line),
JetCommander1121 (dashed line), and MitchellD25C (dash-dotted line)

Basing on the considerations presented above, we conclude that the DTW metric is
persistent against the noise in a wide range of values of noise.

1n this paper it is shown that the image noises always lead to the normal law of distribution for
metric.

2Due to the normal distribution of the noise component, the addition of noise to the contour function
is equivalent to the addition of noise to the image with its subsequent processing and generation of
contour function.
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6. Discussion and Conclusion

The DTW metric offers wide possibilities of object shape recognition. The disadvantage
of the algorithm include high computation complexity of calculating the metric O(mn)
and, as a consequence, essential increase of the computation time for sequences of high
dimensions.

High potentialities are related to the application of DTW metric to the recognition
of graphical objects shape. The capabilities of DTW allow the identification of objects,
for which the description is based on the nonlinear variation of the contour function step
that occurs in the case of object shape distortion. In these cases, the metrics of the
Lp type are inapplicable. The analysis of the DTW metrics demonstrates its resistance
against the noise, which significantly extends the area of its application. Besides the
identification of the object shapes, this metric is widely used in speech recognition, in
medicine, bioinformatics, and economics in the analysis of trends, where the parasitic
noise level can be very high, etc.
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O BiusHUM 1MIIyMOB Ha 3HaveHue meTrpuku DTW
npu uaeHTudukanum GopmMbl 00 bEKTOB

. M. Tocres*, JI. A. CeBacTbsiHOB!

* Kagedpa ynpasierus uHGOPMAUUOHHBLMU CUCTNEMAMU U UudPosoTi ungpacmpyrmypoli
Hayuonaavhoti uccaedosamenveruti ywusepcumem «Boicwan wxosa sxoHomurus
ya. Macruukas, 0. 20, Mocksa, Poccus, 101000
T Kagpedpa npukaadnoti undopmamuru u meopuu eepoammocmet
Poccutickuti ynusepcumem dpyoicbvr napodos
ya. Muxayxro-Maxaas, 0. 6, Mocksa, Poccus, 117198

B pabore nziioxkeHa ofHa U3 METOJMOJIOTHI M0 00pabOTKe N300parKeHU U PaCIO3HABaHUSA (POp-
MbI Tpadudeckux 06beKTOB. B Hell Ha mepBOM 3Talle TPOU3BOIUTCS peBapuTebHasT 00paboTKa
n300parkeHusI C IeJIbI0 BBIIEJIEHNS XapaKTEePHBIX IPU3HAKOB (POPMBI 00BEKTOB. B KadecTBe Ta-
KX TPU3HAKOB ObLIN MCIOJIB30BAHBI KOHTYPHI. st mpeobpasoBanust 2D KOHTYpOB 0OBLEKTOB B
OJIHOMEPHYIO KOHTYPHYIO (PYHKIMIO ObLT ucnosb3oBan Meron ArcHeight. st maentudukanun
KOHTYPHBIX DYHKINI paspaboTan ajroput™m Ha ocHoBe MeTpuku DTW. Breneno onpenenenuve
nIeHTUDUKAIIMOHHON (DYHKIINN, OCHOBAHHON Ha TOM MeToe. V3/10yKeHbl 0COOEHHOCTH TTPUMEHEe-
nust Merpuku DTW npu nnenrudukamun dopmbl 06beKTOB. IIpuBemeHsl MaTpuilbl PaCcCTOSHII
KOMOWHAIMH 9TAJIOH—ITATOH U STAJOH—HEITAJIOH. [IpoaHam3upoBaHbl pe3y/IbTaThl BHIYACICHUIT
merpuku DTW Ha 60JbIIOM KOMUYECTBE PEAJbHBIX JaHHBIX. [loKa3zaHo, ITO pa3spaboTaHHBIH
aJITOPUTM ITO3BOJIAET UJIEHTHUMOUINPOBATE POPMY 0OBLEKTOB HE3ABUCHMO OT UX ITOJIOYKEHUS U yT-
Jia TIOBOPOTa Ha m300pakeHuu. VccaeqoBaHo BIAUSHAE MITyMOB, HAJIOXKEHHBIX Ha N300pasKeHme
00beKTa, HA 3HAUEHNE METPUKH. [0y IeHbl TeOpeTHYIeCKIe U IPAKTUIECKUE PE3YIbTATHI TAKOM
3aBUCUMOCTH, KOTOPBIE MMOKA3BIBAIOT, YTO B MIMPOKOM JUAIIA30HE (JI0 OTHOIIEHUsT CurHas/Iirym 10
n1bB) 3HaveHMe METPUKHU NMPAKTHIECKU He m3MeHsieTcsl. OTMEYeHbI TOJ0KUTEIbHBIE CTOPOHBI U
HEJIOCTATKY IIPEJJIOYKEHHOI0 ajJropuTMa Ipu naeHTuduKanmnu GopMbl 00HEKTA.

KiroueBbie ciioBa: o0paboTka m300parkeHuii, pacno3dHaBaHue oopasoB, merpuku, DTW,
Iy MBI
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