RUSSIAN
JOURNAL OF LINGUISTICS

2022 Volume 26 No. 2

Computational Linguistics and Discourse Complexology

Guest Editors
Danielle MCNAMARA, Valery SOLOVYEV and Marina SOLNYSHKINA

KOMHI:]OTepHaH JIMHI'BUCTHUKA
U ATMCKYPCHUBHAA KOMIIVJICKCOJIOTUA

IIpurnameHHble peJaKTOPbI
A.C. MAKHAMAPA, B./l. COJIOBBEB, M.H. CO/IHBIIIIKHHA

Founded in 1997
by the Peoples’ Friendship University of Russia (RUDN University)

Hayunblii skypHaJ

H3naercs ¢ 1997 r.

Wznanme 3apeructpupoBano denepanbHON CITy)00i 10 Haa30py B chepe CBs3H,
MHPOPMAIIMOHHBIX TEXHOJOTHH M MacCOBBIX KoMMyHHuKalmi (PockomHamzop)
CBuaereibcTBo 0 peructpanuu [ No &C 77-76503 ot 02.08.2019 .
Yupenurean: OexepansHoe TOCYAAPCTBEHHOES aBTOHOMHOE 00pa3oBaTeIbHOE
YUPEKIICHHE BBICIIIEro 00pa3oBaHus «POCCHICKUI YHUBEPCHUTET APY>KOBI HAPOIOB»

DOI: 10.22363/2687-0088-2022-26-2



RUSSIAN JOURNAL OF LINGUISTICS
ISSN 2687-0088  e-ISSN 2686-8024

Publication frequency: quarterly.

Languages: Russian, English.

Indexed/abstracted in Scopus, Web of Science Core Collection (ESCI), RSCI, DOAIJ, Ulrich’s Periodicals Directory:
http://www.ulrichsweb.com, Electronic Journals Library Cyberleninka, Google Scholar, WorldCat.

Aims and Scope

The Russian Journal of Linguistics is a peer-reviewed international academic journal publishing research in Linguistics and related
fields. It is international with regard to its editorial board, contributing authors and thematic foci of the publications.

The aims of the journal:

¢ to promote scholarly exchange and cooperation among Russian and international linguists and specialists in related areas of

investigation;

¢ to disseminate theoretically grounded research and advance knowledge pertaining to the field of Linguistics developed both in Russia

and abroad;

¢ to publish results of original research on a broad range of interdisciplinary issues relating to language, culture, cognition and

communication;

¢ to cover scholarly activities of the Russian and international academia.

As a Russian journal with international character, it aims at discussing relevant intercultural/linguistic themes and exploring
general implications of intercultural issues in human interaction in an interdisciplinary perspective. The most common topics include
language and culture, comparative linguistics, sociolinguistics, psycholinguistics, cognitive linguistics, pragmatics, discourse analysis,
intercultural communication, and theory and practice of translation. In addition to research articles, the journal welcomes book reviews,
literature overviews, conference reports and research project announcements.

The Journal is published in accordance with the policies of COPE (Committee on Publication Ethics) http://publicationethics.org.

The editors are open to thematic issue initiatives with guest editors.

Further information regarding notes for contributors, subscription, open access and back volumes is available at
http://journals.rudn.ru/linguistics.

E-mail: lingj@rudn.ru

4 BBIITyCKa B TOA.

SI3BIKK: PyCCKUM, aHTIMHCKHUI.

Bxoaut B nepeueHs perieH3upyeMbIX Hay4yHbIX u3nanuii BAK P®.

Bruttouen B karanor nepuoandeckux usmanuii Scopus, Web of Science Core Collection (ESCI), RSCI, DOAJ, Vabpux (Ulrich’s
Periodicals Directory: http://www.ulrichsweb.com).

Marepuansl xypHaia pazMeratorces Ha miatdopme PUHIL Poccniickoii HayuHoIt siekTponHo# 6udimortekw, Electronic Journals Library
Cyberleninka, Google Scholar,WorldCat.

TloamnycHOM HHAEKC M3MaHUs B KaTalore areHrcrsa Pocreuars: 36436.

Lean u TeMaTUKA

JKypuan Russian Journal of Linguistics — TIepAOIYECKOE MEXITYHAPOIHOE PELIEH3NPyEMOe HayqHOE H3/IaHHE B 00IACTH MEXIHCIIH-
TUTMHAPHBIX JITHTBUCTHYECKHX HCCIIEOBAaHMH. JKypHa sIBIISETCS MEK/TyHapOIHBIM KaK 110 COCTaBY PENAKIIMOHHOMN KOJUIETHU U DKCTIEPT-
HOTO COBETa, TaK M [0 aBTOPaM U TeMaTHKE ITyOIHKaInii.

Lenwn xxypHamna:

¢ CrocoOCTBOBaTh HAYYHOMY OOMEHY M COTPYIHHYECTBY MEX/Y POCCHHCKUMH U 3apyOE)KHBIMH JIMHTBICTAMH, & TAKKE CIICLIHAIIH-

CTaM¥ CMEXHBIX o0acTeii;

¢ 3HaKOMHTb YUTATENCH ¢ HOBSHIIMMY HAIPABIICHUSMU U TEOPHSMHU B 0OJIACTH JIMHTBUCTHYECKHUX UCCICIOBAHMI, paspabaTbiBa-

eMbIX Kak B Poccun, Tak U 3a pyOGexoM, U UX MPAKTHIECKUM MPUMEHEHHEM;

¢ TyO/IMKOBATh Pe3ysIbTaThl OPHTMHATBHBIX HayUHBIX HCCIIEIOBAHHH 1O IIMPOKOMY KPYTy aKTyaTbHBIX JIMHIBUCTHUECKHX TPOOIIEM MEKIHIC-

LMIIMHAPHOTO XapaKTepa, KaCAOIHXCS SI3bIKa, KyJIBTYPbl, CO3HAHHST F KOMMYHHKALIAH;

4 OCBeIIaTh HAYYHYIO JESATEIBHOCTh KaK POCCHHCKOro, TaK M MEX/TyHApOIHOTO HAyYHOTO COOOMIECTBa.

Byy4n MexTyHapoiHBIM 10 CBOEH HaNpaBIeHHOCTH, XYpPHAII HAlleJIeH Ha 00CYKIEHHE TEOPETUIECKUX U MPAKTUYECKNX BOTIPOCOB,
KaCAIOMIHXCSI B3aHMOJICHCTBIS KYJIBTYPBL, S3bIKa i KOMMYHHKALn. OcoOblit aKIIEHT ACIaeTCst Ha MeKIMCIMILTNHAPHBIE HecneaoBaHust. OCHOB-
Hble PyOPHKH XypPHANA: 361K U KVIAbMYPA, CONOCMABUMENLHOE A3bIKOHANUE, COYUONUHSBUCTNUKA, NCUXONUHZBUCIUKA, KOZHUMUGHAS UHe-
BUCIUKA, NPASMAMUKA, AHAU3 OUCKYPCA, MEICKYIIbIMYPHAS KOMMYHUKAYUS, Meopus U npakmuka nepeéoda. Kpome HayqHbIX crateil myo-
JIMKYETCsI XPOHHKA HAayIHO# JKM3HH, BKITIOYAIOIIAs PELICH3MH, Hay4HbIe 0030pbl, HH(POPMALIHIO 0 KOH(EPESHIMSX, HAYHBIX IIPOCKTAX.

Iepedens oTpacieil HayKH M TPyl CHICHUAIBHOCTEH HAyYHBIX PAOOTHHKOB B COOTBETCTBHU ¢ HOMeHKIaTypoii BAK P®: Orpacib
Hayku: 10.00.00 — punonornueckue Hayku; CrieluaibHOCTH HayHBIX paboTHUKOB: 10.02.01 — pyccknii si3bIk, 10.02.04 — repMaHCKHe S3bIKH,
10.02.05 — pomanckue s13b1ku, 10.02.19 — Teopwus s3bika, 10.02.20 — cpaBHATEIFHO-UCTOPHYECKOE, THITOIOTHIECKOE U COTTOCTABUTEIEHOS
S3BIKO3HAHUE.

KypHan cTporo npHaepKMBaeTCsl MEKTyHApOIHBIX CTAaHAPTOB ITyOIMKAIMOHHOM 3THKH, cHOpMyTHpOBaHHBIX B JokymMeHTe COPE
(Committee on Publication Ethics) http://publicationethics.org.

ITpaBuia opopMIICHHs CTaTeil, apXHUB U JOHONHUTENbHAS HH(OPMALHSA pa3MeILeHb Ha caiite: http:/journals.rudn.ru/linguistics.

OnekTpoHHbIi afpec: lingj@rudn.ru

Toamucano B neyars 12.05.2022. Boixox B cet 28.06.2022. dopmar 70x108/16.
Bymara odcernast. ITeqats opcernas. Fapuutypa «Times New Romany.
Tupax 500 ox3. 3akxa3 Ne 533. Ilena cBoGoamast.
Ortnevatano B tunorpadun UIIK PYJIH: 115419, Mocksa, Poccus, yi1. Opmpkonnknze, 3

Printed at the RUDN Publishing House: 3, Ordzhonikidze str., 115419 Moscow, Russia,
+7 (495) 952-04-41; E-mail: publishing@rudn.ru

© Poccuiickuit yauBepcHTeT ApYyKObI Hapoaos, 2022



EDITOR-IN-CHIEF

Tatiana V. LARINA, Peoples’ Friendship University of Russia (RUDN University), Russia
e-mail: larina-tv@rudn.ru

HONORARY EDITOR

Istvan KECSKES, State University of New York at Albany, USA
e-mail: ikecskes@albany.edu

ASSOCIATE EDITORS

Douglas Mark PONTON, University of Catania, Italy
Olga A. LEONTOVICH, Volgograd State Socio-Pedagogical University, Russia

EXECUTIVE SECRETARY

Alexander V. IGNATENKO, Peoples’ Friendship University of Russia (RUDN University), Russia
e-mail: ignatenko-av(@rudn.ru

EDITORIAL BOARD

Laura ALBA-JUEZ, National Distance Education University (UNED), Spain
Steven A. BEEBE, Texas State University, USA

Liudmila BOGDANOVA, Lomonosov Moscow State University, Russia

Donal CARBAUGH, University of Massachusetts, USA

Vadim DEMENTYEYV, Saratov State University, Russia

Jean-Marc DEWAELE, Birkbeck, University of London, UK

Yulia EBZEEVA, Peoples’ Friendship University of Russia (RUDN University), Russia
Zohreh ESLAMI, Texas A&M University at Qatar, Qatar / USA

Cliff GODDARD, Griffith University, Australia

Svetlana IVANOVA, Pushkin Leningrad State University, Russia

Olga IRISKHANOVA, Moscow State Linguistic University, Russia

Diniel Z. KADAR, Research Institute for Linguistics, Hungarian Academy of Sciences, Hungary
Vladimir KARASIK, Pushkin State Russian Language Institute, Russia

Eleonora LASSAN, Vilnius University, Lithuania

Carmen MAIZ-AREVALO, Complutense University of Madrid, Spain

Sara MILLS, Sheffield Hallam University, UK

Andreas MUSOLFF, University of East Anglia, UK

Etsuko OISHI, Tokyo University of Science, Japan

Aneta PAVLENKO, University of Oslo, Norway

Martin PUTZ, University of Koblenz-Landau, Germany

Klaus SCHNEIDER, University of Bonn, Germany

Maria SIFIANOU, National and Kapodistrian University of Athens, Greece

Olga A. SOLOPOVA, South Ural State University (National Research University), Russia
Yuhua SUN, Dalian University of Foreign Languages, China

Neelakshi SURYANARAYAN, Delhi University, India

Rafael Guzman TIRADQO, University of Granada, Spain

Maria YELENEVSKAYA, Technion, Israel Institute of Technology, Israel

Anna ZALIZNIAK, Institute of Linguistics of Russian Academy of Sciences, Russia
Franco ZAPPETTINNI, University of Liverpool, UK

Review editor Konstantin V. Zenkin
English language editor Julia B. Smirnova
Computer design Natalia A. Yasko

Editorial office:
10/2 Miklukho-Maklaya str., 117198 Moscow, Russia
Tel.: +7 (495) 434-20-12;
e-mail: lingj@rudn.ru



FJTABHbIV PEOAKTOP

JIAPUHA Tartssina BukropoBHa, Poccuiickuil yHUBEpCUTET APY>KOBI HApOAoB, Poccust
e-mail: larina-tv@rudn.ru

MOYETHbLIN PEOAKTOP

KEUKEI MmrBan, Yausepcurer mrara Horo-Hopk, CILIA
e-mail: ikecskes@albany.edu

HAYYHbIE PEOAKTOPDI

IMOHTOH Adyraac Mapk, Katanuiickuit yausepcutet, Utanus
JIEOHTOBHY Oasra ApkagbeBHa, Bonrorpaackuii rocyaapcTBeHHBIN COLMANBHO-TIEIAaTOTH-
yeckuil yHuBepcuteT, Poccust

OTBETCTBEHHbI CEKPETAPb

NUTHATEHKO Anexcanap BiraguvupoBud, Poccuiickuii yHUBEpPCUTET APY>KObI HApo 0B, Poccust
e-mail: ignatenko-av@rudn.ru

YNEHbI PEOKONJIEr N

AJIbBA-XY3C Jlaypa, HarmonansHel yHIBEpCHTET MucTaHIoHHOro oopasosanust (UNED), Mcnanms

BUBMU Crusen A., YHusepcurer wrara Texac, CLIA

BOI'TAHOBA JIiogmuina UBanoBHa, MockoBcKkuii rocyiapcTBeHHbIH yHuBepeutet uM. M.B. JlJomonocoBa, Poccust
TOAAAPA Knnd¢, Yausepcurer 'puddur, ABcTpamms

T'YCMAH Tupagno Pagasdas, I'pananckuii yausepcuret, Mcnanus

JEBAEJIE Kan-Mapk, JIoHnoHCKH YyHUBEpCHTET, BenmukoOpuTanus

JEMEHTBEB Bagum BuxktopoBuu, CapaToBckuii rocyjapcTBeHHbIH yHHBepcuteT uM. H.I'. UepHbimies-
ckoro, Poccust

EJIEHEBCKAS Mapus, Texanon — 3pannbCKkuii HOMUTEXHAYECKUH HHCTHTYT, M3panin

ECJIAMM 3oxpa, Texacckuii yausepcurer A&M B Katape, Karap / CILIA

3AJIM3HSIK Anna AnapeeBHa, Mucturyt si3piko3Hanus PAH, Poccus

SAIIINETTUHU ®panko, JIuBepry IbCKHil YHUBEPCHUTET, BenmukoOpuTanus

HNBAHOBA Cgeti1ana BuktopoBHa, JIenunrpaackuii rocynapcrBeHHblii yausepeurer uM. A.C. Ilymkuna, Poccuns
HUPUCXAHOBA Ouasra KamanyaunoBHa, MOCKOBCKHI TOCYZapCTBEHHBIH JTUHIBUCTUYECKUH YHUBEPCU-
tet, MHCTUTYT A3bik03HaHusg PAH, Poccns

KAJIAP JIpanen, MactutyT TMHrBHCTHKK Benrepckoil akanemun Hayk, Benrpus

KAPACHK Baapumup Wibny, ['ocynapcTBeHHbII HHCTUTYT pycckoro s3bika uM. A.C. [ymkuna, Pocens
KAPBO Jlonas, Maccauaycerckuii yausepcutet, CLLIA

JIACCAH DJjeonopa, BuibHiocckuii yHuBepcuTeT, JIutBa

MAMUC-APEBAJIO Kapmen, Yuusepcurer Kommnytence ne Manpun, Mcnanus

MUJIJIC Capa, Yuausepcutet lledhdmnn Xommm, Benmnkobputanus

MY30JI® Anapeac, YausepcuteT Boctounoit Anriunu, BenmnkoOoputanust

OMCH Iuyxo, Tokuiickuii ucciaeoBaTeabCKUN YHUBEpCUTET, SInoHus

ITABJIEHKO Amnera, YHusepcurer Ocino, Hopserus

IIYTH Maptun, Yausepcuter Kobnenu-Jlannay, ['epmanust

CUDPDBSAHY Mapusi, AOUHCKHAN HAMOHAIBHBIN YHUBepcuTeT uM. Kanonucrpun, I'perus

COJIOIIOBA Ouasra Anexcanaposna, HOxxHo-Ypansckuii rocynapcTBeHHbIH yHuBepceuteT (Hammonans-
HBIU MICCIIeIOBATENbCKAN YHIBEPCUTET), Poccust

CYHb IOiixya, JlansHbckuil yHUBEPCUTET HHOCTPAHHBIX s13bIK0B, KHP

CYPbSAHAPASAH Hunaxmu, lenuiickuii ynusepcuret, Muaus

IMHAVJIEP Kaayc, Borrckuit yauBepcutet, I'epManms

9B3EEBA I0mus HuxoaaeHa, Poccuiickuii yHuBepcuTeT Opyk06I Haponos, Poccust

Jlurepatypusiii pegakrop K.B. 3enkun
Penakrop anrnosseraHbix TekctoB FO.b. Cmupnoea
KomnetorepHas Bepctka H.A. fAcbko
Ajpec perakuum:

115419, Mocksa, Poccus, yn. Opmxonukunse, 1. 3
Ten.: (495) 955-07-16; e-mail: publishing@rudn.ru
IlouToBHIii anpec pepakuum:

117198, Mocksa, Poccus, yi. Muknyxo-Makuas, a. 10/2
Ten.: (495) 434-20-12; e-mail: lingj@rudn.ru



2022. Russian Journal of Linguistics 26 (2)

Computational Linguistics and Discourse Complexology

CONTENTS

Valery SOLOVYEYV, Marina SOLNYSHKINA (Kazan, Russia) and Danielle MCNAMARA
(Tempe, USA) Computational linguistics and discourse complexology: Paradigms
and research Methods ... ..o

Marina SOLNYSHKINA (Kazan, Russia), Danielle MCNAMARA (Tempe, USA),
Radif ZAMALETDINOV (Kazan, Russia) Natural language processing and discourse
COMPIEXILY STUAIES. . ..ttt ettt ettt et et et et e s

Dragos CORLATESCU, Stefan RUSETI and Mihai DASCALU (Bucharest, Romania)
ReaderBench: Multilevel analysis of Russian text characteristics................c.coveieiiean.n

Serge SHAROFF (Leeds, Great Britain) What neural networks know about linguistic
(470111 0) 1o 1 PP

Robert REYNOLDS, Laura JANDA and Tore NESSET (Tromsg, Norway) A cognitive
linguistic approach to analysis and correction of orthographic errors ................coeoeieieann..

Aleksei ABRAMOYV and Vladimir IVANOV (Kazan, Russia) Collection and evaluation
of lexical complexity data for the Russian language with the help of crowdsourcing ...........

Dmitry MOROZOV (Novosibirsk, Russia), Anna GLAZKOVA (Tyumen, Russia)
and Boris IOMDIN (Moscow, Russia) Text complexity and linguistic features: Is the relation
similar in English and Russian? ...

Svetlana TOLDOVA (Moscow, Russia), Natalia SLIOUSSAR (Saint Petersburg, Russia)
and Anastasia BONCH-OSMOLOVSKAYA (Moscow, Russia) Coherent text reading
in Russian: Eye tracking parameters .............oooieiiiiiii e

Olga LYASHEVSKAY, Julia PYZHAK and Olga VINOGRADOVA (Moscow, Russia)
Word-formation complexity: A learner corpus-based study ............cccovevviiiiiiiiiniiiinnan...

Antonina LAPOSHINA, Maria LEBEDEVA and Alexandra BERLIN KHENIS
(Moscow, Russia) Word frequency and text complexity: An eye-tracking study with young
RUSSIAN TEAACTS ... ettt e

Valery SOLOVYEYV, Yulia VOLSKAYA, Maria ANDREEVA and Artem ZAIKIN
(Kazan, Russia) Russian dictionary with concreteness/abstractness indexes ......................

Book reviews

Irina PRIVALOVA (Saratov, Russia) and Maria KAZACHKOVA (Moscow, Russia)
Review of Sean Wallis. 2021. Statistics in Corpus Linguistics: A New Approach.
New York/Oxon: ROULIEA@E .......oovieiii e

Venera R. BAYRASHEVA (Kazan, Russia) Review of A.Ya. Shajkevich,
V.M. Andryushchenko, N.A. Rebeckaya. 2021. Distributive-Statistical Analysis of the
Language of Russian Prose of the 1850—1870s. Publishing House YaSK, Moscow ...............

275

317

342

371

391

409

426

449

471

493

515

550



2022. Russian Journal of Linguistics 26 (2)

KOMl'lblOTepHaﬂ JIMHI'BUCTHUKA
A AUCKYPCHBHAA KOMIIVJIEKCOJIOTHUA

COJAEPXAHUE

SOLOVYEV V.D., SOLNYSHKINA M.I. (Kazan, Russia), MCNAMARA D.S. (Tempe,
USA) Computational linguistics and discourse complexology: Paradigms and research
methods (KoMrmbroTepHas JUHTBUCTHKA WM JUCKYPCHBHAS KOMIDICKCOJIOTHS: TapaJnuTrMbI
D28 Y (SN0 7 (61oh) (31 (o) 1 17 1)

COJIHBILIKUHA M.HU. (Kazanwp, Poccus), MAKHAMAPA HO.C. (Temmne, CIIA),
3AMAJIETAUHOB P.P. (Kazamp, Poccusi) OO0OpaboTka eCTECTBEHHOIO  s3bIKa
U TUCKYPCHBHAST KOMITIIEKCOIOTHIST .« vt etetente et eteneneeaetetea et et eaetea e e e e ae e e eaeenenenenes

CORLATESCU D., RUSETI S., DASCALU M. (Bucharest, Romania) ReaderBench:
Multilevel analysis of Russian text characteristics (ReaderBench: mHOTOYpOBHEBEBII aHamI3
XaPAKTEPUCTUK TEKCTA HA PYCCKOM SIBBIKE) ... eu et etetttenenenenetetenteeneneneneneneaeenenenes

SHAROFF 8. (Leeds, Great Britain) What neural networks know about linguistic complexity
(Yto HepOHHBIE CETH 3HAIOT O JIUHIBHCTUYCCKON CIIOMKHOCTH) .. venenenenaratananeenenenannnns

REYNOLDS R., JANDA L., NESSET T. (Tromsg, Norway) A cognitive linguistic approach
to analysis and correction of orthographic errors (JIMHIrBOKOTHUTHUBHBIN IOAXO/
K KJIACCH(PHKALINHU U UCTIPABICHUIO OPPOTPAPHUECKIX OIITHOOK) ..enveneeeneeneeneianeanenannen,

ABPAMOB A.B., HIBAHOB B.B. (Kazanp, Poccusi) COOp W OICHKA JEKCHYCCKON
CJIOKHOCTH JIAHHBIX ISl PYCCKOTO SI3BIKA C TIOMOILBIO KPAYACOPCHHT ... euvneneeenenenenennnn.

MOPO30OB J.A. (Hoocubupck, Poccus), TJIABKOBA A.B. (Tiomens, Poccwus),
HNOMIHNH B.JI. (MockBa, Poccust) Cio>)KHOCTh T€KCTa M JTMHTBUCTUYECKUE MTPU3HAKH: KaK
OHU COOTHOCSITCS B PYCCKOM M QHTJTUHCKOM SIZBIKAX ...t eueeteteneeanataneneneanataneeeananannns

TOJAOBA C.JO. (MockBa, Poccus), CJINOCAPb H.A. (Cankrt-IlerepOypr, Poccus),
BOHY-OCMOJIOBCKASI A.A. (Mocksa, Poccust) JlnckypcuBHBIE TTapaMeTpsl B Iiazax
CMOTPSIILETO: aHAIN3 ABM)KEHHUH TJ1a3 IPH YTEHHH TEKCTOB HA PYCCKOM SI3BIKE .....c.c.euenen....

LYASHEVSKAYA O., PYZHAK J.,, VINOGRADOVA O. (Mocksa, Poccus)
Word-formation complexity: A learner corpus-based study (CrmoBooOpa3oBaTenbHas
CITOYKHOCTD M OITHOKH YYAIIUXCSI B SK3AMEHAITOHHBIX ICCE) . vnvvnararrrnenenenananenanannenens

JIAIIOIINHA A.H., IEBEJEBA M.IO., BEPJIMH XEHHUC A.A. (Mocksa, Poccus)
BnusiHMe 9acTOTHOCTH CIOB TEKCTA HA €rO CIOKHOCTB: 3KCIIEPHUMEHTAIBHOE HCCIEI0BAHUE
YUTaTeNIed MIIAJANIETO NIKOJIBHOTO BO3PACTA METOJOM QUTPEKMHTA .. ..uuvneneneanenaeennnn.

COJIOBBEB B.Jl., BOJIbCKAA 10.A., AHAPEEBA M.U., 3AUKHH A.A. (Ka3ans,
Poccust) CioBapb pyccKoro si3bIKa C HHIEKCAMU KOHKPETHOCTH/a0CTPAKTHOCTH ................

Penensum

ITPUBAJIOBA H.B. (Capatos, Poccus), KASAUKOBA M.B. (Mocksa, Poccust) Perensus
Ha kuury Sean Wallis.2021. Statistics in Corpus Linguistics: A New Approach.
New York/Oxon: ROULIEAZE ......ooviiriii e e,

BAUPAIIIEBA B.P. (Kaszams, Poccus) Penemsus wa xnury: Ilaiikesna AS.,
Anppromenko B.M., Pebenxas H.A. 2021. Jucmpubymusno-cmamucmuyecKuil anamu3s A36iKa
pyeckotl nposvl 1850—1870-x ce. M.: Mznatensekuit Jom ACK ...,

275

317

342

371

391

409

426

449

471

493

515

550

558



!_% Russian Journal of Linguistics 2022 Vol. 26 No. 2 275-316
ISSN 2687-0088 (print), ISSN 2686-8024 (online) http://journals.rudn.ru/linguistics

https://doi.org/10.22363/2687-0088-30161
Research article

Computational linguistics and discourse complexology:
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Abstract

The dramatic expansion of modern linguistic research and enhanced accuracy of linguistic analysis
have become a reality due to the ability of artificial neural networks not only to learn and adapt, but
also carry out automate linguistic analysis, select, modify and compare texts of various types and
genres. The purpose of this article and the journal issue as a whole is to present modern areas of
research in computational linguistics and linguistic complexology, as well as to define a solid
rationale for the new interdisciplinary field, i.e. discourse complexology. The review of trends in
computational linguistics focuses on the following aspects of research: applied problems and
methods, computational linguistic resources, contribution of theoretical linguistics to computational
linguistics, and the use of deep learning neural networks. The special issue also addresses the
problem of objective and relative text complexity and its assessment. We focus on the two main
approaches to linguistic complexity assessment: “parametric approach” and machine learning. The
findings of the studies published in this special issue indicate a major contribution of computational
linguistics to discourse complexology, including new algorithms developed to solve discourse
complexology problems. The issue outlines the research areas of linguistic complexology and
provides a framework to guide its further development including a design of a complexity matrix
for texts of various types and genres, refining the list of complexity predictors, validating new
complexity criteria, and expanding databases for natural language.

Keywords: computational linguistics, linguistic complexology, discourse complexology, text
complexity, machine learning, natural language processing
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AHHOTALMSA
Baxneiinield 0COOCHHOCTBIO COBPEMEHHBIX HCCICIOBAHUMN SIBISCTCS 3HAYUTEIHLHOC PACIIUPEHHE
Hay4YHOW NPOOJIEMATHKH ¥ IMOBBIIICHHE TOYHOCTH PacyeToB JIMHIBUCTHYECKOTO aHAM3a 3a CHET
CIIOCOOHOCTH NCKYCCTBEHHBIX HEHPOHHBIX CETEH K 00YYEHHIO M BOBMOXXHOCTH HE TOJIBKO aBTOMa-
TU3UPOBATH JIMHIBUCTUYECKHI aHAIN3, HO U pelaTh 3aa4i 0T00pa, MoJgU(UKAIMU U COIIOCTaBIIe-
HHS TEKCTOB PA3IMYHBIX THIIOB M KaHPOB. Llenb TaHHOW CTaThH, KaK M BBIIYCKa B IIEJIOM, — IIPEeJ-
CTaBUTh HEKOTOPBIC HAIIPABJICHHS HCCIICOBAHUIA B 00JIACTH KOMITBIOTEPHO! JTMHIBHCTUKY U JIMHT -
BUCTUYECKOW KOMILJIEKCOJIOTHH, a TaK)Ke 000CHOBATH 11eJIeCO00Pa3HOCTh BBIJICIICHHSI HOBOI MeX-
JTUCHHATUTMHAPHONW 00J71aCTH — JUCKYPCHBHOM KOMIUIEKCOJIOTHH. B 0030pe TpeHI0B KOMIIBIOTEPHOI
JIMHTBUCTHKH JIeTIaeTCs aKICHT Ha CIIC/IYIOIINX aCIeKTaX UCCIICIOBAHMIT: IPUKIIaJHbIC 3a1a4H1, Me-
TOJIbI, KOMIIBIOTEPHBIC JIMHIBUCTUYECKHIE PECYPCHI, BKJIAJl TEOPETHUECKOM JIMHIBUCTUKH B KOMITh-
IOTEPHYI0, IPUMEHEHNE HEHPOHHBIX ceTel rimybokoro obydenus. Ocoboe BHHUMaHHE B CICIIBHI-
IyCKe YIeJICHO BOIPOCaM OLCHKH OOBEKTHBHOIN M OTHOCHTENIBHOW CIIO)KHOCTH TeKcTa. Beimens-
I0TCSI IBA OCHOBHBIX IMOJIX0/a K PELICHHUIO NPOOJIEM JIMHTBUCTUYECKONH KOMIUICKCOJIIOTHH: «Iapa-
METPHYECKUI TOAX0A» U MallMHHOE 00y4YeHHe, MPEeXk/e BCEro, HeWPOHHBIE CETH IIyOOKOro 00y-
yeHus. MccnenoBanus, myOiuKyeMble B ClIEHAIbHOM BBIITYCKe, OKa3aJIK He TOJIBKO BBICOKYIO 3Ha-
YHMOCTh METO/IOB KOMITBIOTEPHOM JIMHTBUCTUKH JUIS Pa3BUTHS JUCKYPCUBHON KOMILJIEKCOJIOTHH,
HO U paCIIMpCHUC METOAOJIOI'MYCCKHUX HAXOJ0K KOMHLIOTepHOﬁ JIMHTBUCTHUKH, UCTIOJIb3YCMBIX IJISA
pelIeHNs HOBBIX 3a]1a4, CTOSIIIMX Iepe KoMIuleKcoaoraMu. OHU BBICBETHIIM OCHOBHBIE ITPOOJIEMEI,
CTOSLIME TIepPe] OTCYSCTBEHHON JIMHTBUCTHYECKON KOMIUIEKCOJIOTHEH, U HAMETHIIM HallPaBJICHUS
JIANTbHEHIIINX UCCIIEIOBAHUI: CO3/ITAaHNE MATPHUIIBI CII0O)KHOCTU TEKCTOB PA3JIMYHBIX THIIOB U KaHPOB,
pacIIMpeHue CICKa IIPEAUKTOPOB CI0KHOCTH, BaJIUAALMSA HOBBIX KPUTEPUEB CIIOKHOCTH, PACIIH-
peHue 6a3 JaHHBIX IS €CTECTBEHHOTO SI3bIKA.
Kiro4eBble cl10Ba: KOMNbIOMEPHAS TUHSGUCUKA, TUHSBUCTNIUYECKAS, KOMNIEKCONIO2U, OUCKYPCUB-
HASL KOMNAEKCONO02USA, CLOMCHOCMb MeKCmd, MAauiuHHoe obyueHue, 06pabomKa ecmecmeeHHo20
A3bIKA
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1. Introduction

The article addresses modern trends in computational linguistics, language and
discourse complexity. It also provides a brief overview of the articles in the issue.

Computational linguistics (hereinafter CL), as the name implies, is an
interdisciplinary science at the intersection of linguistics and computer sciences. It
explores the problems of automatic processing of linguistic information. Another
commonly used name for this discipline, that is synonymous with the term
“computational linguistics”, is Natural Language Processing (NLP). In a number of
research works these concepts are separated, considering that CL is more of a
theoretical discipline, and NLP is of a more applied nature. CL began to develop in
the early 1950s, almost immediately after the advent of computers. Its first task was
development of machine translation, and translation of journals from Russian into
English in particular. The initial stage of CL development is comprehensively
presented in J. Hutchins (1999). It surely was beyond the capacity of researchers to
solve the problems of machine translation very quickly, and the initial optimism
turned out to be groundless, although in recent years it has become possible to
obtain translations of acceptable quality. However, within 70 years of development,
CL has achieved significant success in solving many urgent practical problems,
which made it one of the most dynamically developing and important research areas
in both linguistics and computer science. In our opinion, the best monographs on
CL are (Clark et al., Indurkhya & Damerau 2010). The latest review, including also
an analysis of the prospects for its development, can be found in the article by
Church and Liberman (2021).

In the review of computational linguistics trends, we focus on the following
aspects of research: application-oriented tasks, methods, resources, contribution of
theoretical linguistics to computer linguistics, and application of deep learning
neural networks. The latter appeared about 10 years ago (Schmidhuber 2015) and
revolutionized research of artificial intelligence, including many areas of CL.
Artificial neural networks constitute a formal model of biological networks of
neurons. Their most important feature is the ability to learn; in case of an error, the
neural network is modified in a certain way. Although neural networks were
proposed as early as 1943, a breakthrough in their use was made only a few years
ago. It is associated with the three following factors: the emergence of new, more
advanced ‘self-learning’, unsupervised training algorithms, improved performance
of computers, and Internet database increase. Advances in NLP in the late 2018
were mainly related to BERT (Devlin et al. 2018), a neural network pre-trained on
a corpus of texts. Currently, BERT and its enhanced models show better
performance on many NLP problems (see Lauriola, Lavelli & Aiolli 2022).
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2. Applied problems and methods of computer linguistics
2.1. Application-oriented tasks of Computational Linguistics

In addition to machine translation, the main application-oriented tasks of CL
include document processing, computer analysis of social networks, speech
analysis and synthesis (including voice assistants), question-answering systems,
and recommender systems.

The largest task is document processing including a wide range of
subtasks: search, summarization, classification, sentiment analysis, information
extraction, etc.

Development of search engines, obviously, is the most well-known and widely
used CL task, successfully implemented in Google and Yandex search engines. A
detailed introduction to the issue of information retrieval can be found in (Manning
et al. 2011). The main type of search queries is a set of keywords. The two main
problems of search are as follows: the need to provide fast searches in the vast
amount number of texts on the Internet and to ensure that any search takes into
account not the query forms only but its semantics. The main idea of a quick search
is to preprocess all documents on the Internet with the creation of a so-called search
index that indicates location of the query in specific documents. A semantic
document search, or a semantic search, is implemented in the well-known concept
of Semantic Web (Domongue et al. 2011), based on the idea of ontologies
(presented below). E.g., in response to a query “Beethoven ta ta ta tam” Google
refers to the Wikipedia article about Beethoven's 5th symphony, although the text
of the article does not contain the phrase “fa ta ta tam”. Thus, the Google search
engine “understands” that “ta ta ta tam” and the 5th symphony are semantically
related. A successful search would be simply impossible without linguistic
research, which led to the development of algorithms for morphological and
syntactic analysis, thesauri and ontologies for the explication of semantic
relationships between entities.

The term “information retrieval” is interpreted as a search for information of a
certain type in the text, i.e. entities, their relationships, facts, etc. The best developed
is the algorithm of extracting named entities (Name Entity Recognition, NER),
i.e. persons, organizations, geographical objects, etc. A recent survey of IT
professionals from various business areas' indicates that the NER task is the most
demanded in business applications. Researchers apply various techniques to solve
this problem: ready-made dictionaries of people's names and names of geographical
objects; linguistic features (use of capital letters), defined patterns of noun phrases;
and machine learning methods. An overview of this area can be found in Sharnagat
(2014). NER systems based on dictionaries and rules correctly extract about 90%
of entities in texts, while BERT-based systems already provide about 94% of
correctly extracted entities (Wang 2020), which is comparable to the level of human
accuracy and demonstrates benefits of deep learning neural networks.

! https://gradientflow.com/202 1 nlpsurvey/
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The task of retrieval of events and facts is challenging. The classic approach
here is to create event templates that capture types and roles of the entities
participating in the events. For example, the event “June 24, 2021 Microsoft
presented Windows 117 is described by the following template: Activity type —
sales presentation, Company — Microsoft, Product — Windows 11, Date — June 24,
2021. Templates of this type are created manually, which is labour-intensive.
Efficiency of information extraction systems depends on their quality. Typically,
such systems extract no more than 60% of facts (Jiang et al. 2016).

In recent years, many studies addressed the problem of text sentiment analysis
(cf. Cambria 2017), i.e. identification of the so-called “tone” of texts: whether a text
carries a positive or negative attitude towards the text referents. This area is
important for companies to evaluate user comments on their products and services.
The problem is also being solved with the help of developing specific patterns,
dictionaries, and machine learning methods. The Russian dictionary RuSentiLex,
(Loukachevitch & Levchik 2016), registers over 12,000 lemmas marked as positive,
negative or neutral. The main problem of sentiment analysis of texts is its context-
dependency as a word can be positive in certain contexts and negative in others.
A possible way of addressing the problem is compiling sentiment lexicon
dictionaries for specific subject areas.

Another fundamental problem is not only to assess the tone of the entire text,
but define the referential aspect of the sentiment. It is especially important in
applied research on customer reviews of products and services (Solovyev & Ivanov
2014). The achieved accuracy in the area, which is about 85%, was effected through
BERT technology (Hoang et al. 2019).

Another important task of document processing is text summarization and text
skimming (Miranda-Jiménez, Gelbukh & Sidorov 2013). Its practical importance
is determined by the gigantic and increasing size of texts on the Internet. There are
two approaches to solving this problem: extractive and abstract. The extractive
approach —implies assessing the importance score of sentences in the text and
selecting a small number of the most significant ones. It requires non-trivial
mathematical methods to evaluate informational hierarchy of text parts. The
abstract, approach implies a generation of original sentences that summarize the
content of the source text. In recent years the task of generating text abstracts was
successfully fulfilled with neural networks. An important component of
summarization systems are sentence parsing algorithms. A brief overview is
provided in Allahyari (2017).

Computer analysis of social networks and social media is another application-
oriented task. It can have multiple objectives with monitoring social attitudes,
identifying manifestations of extremism and other illegal activities, and even
analyzing the spread of epidemics. E.g. at the beginning of the coronavirus
pandemic researchers suggested an analysis of social media content, including the
spread of misinformation (cf. Cinelli, Quattrociocchi & Galeazzi 2020). Social
network analysis implies defining the content of messages and connections between
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users, which enables identifying groups of users with common interests. At the
same time, heterogeneity of content presents a significant challenge. In recent years,
neural networks have become the main tool for social network analysis
(cf. Ghani et al. 2019). Batrinca & Treleaven (2015) provide an overview of the
research in the area and addresses mostly humanitarians.

Speech analysis and synthesis stand apart in CL, as they require specific
software and hardware tools to work with acoustic signals. Speech recognition
systems are very diverse and are classified according to many parameters:
vocabulary size; speaker type (age, gender); type of speech; purpose; structural
types and their selection principles (phrases, words, phonemes, diphones,
allophones, etc.). The input speech flow is compared with acoustic and language
models, including various features: spectral-temporal, cepstral features, amplitude-
frequency, features of nonlinear dynamics. Speech recognition is challenging
because words are pronounced differently by different people in different situations.
Nevertheless, at the moment there are many commercial speech recognition
systems, in particular those built into Windows. One of the best known is “Watson
speech to text” developed by IBM (Cruz Valdez 2021).

Speech recognition is the heart of voice assistants becoming increasingly
popular worldwide. A voice assistant commonly known in Russia is Alice?
designed and developed by Yandex. Alice is integrated into the Yandex services:
by a voice command it searches for information. E.g. it can find a weather forecast
on Yandex.Weather, traffic data in Yandex.Maps, etc. Alice can control smart home
systems and even entertain: play riddles with children, tell fairy tales and jokes.
Speech recognition in voice assistants is facilitated by their ability to tune in to the
voice of a certain person. State of the art review in voice assistants can be found in
Nasirian, Ahmadian & Lee (2017), and one of the latest reviews of speech
recognition problems is presented in Nassif (2019).

Speech synthesis is being actively used in information and reference systems,
in airport, railway and office announcements. They are predominantly used in
situations with a limited range of synthesized phrases. The simplest way to
synthesize speech is sequencing pre-recorded elements. The quality of the
synthesize speech is evaluated based on its similarity with human speech. High-
quality speech synthesis systems are still a dream of many researchers and users.
The latest overview of speech synthesis is presented in Tan (2021).

We also address recommender systems which are probably familiar to all
Internet users. Recommender systems predict which objects (movies, music, books,
news, websites) might be interesting to a particular user. For this, they collect
information about users, sometimes explicitly, asking them to rate objects of
interest, and more often implicitly, collecting information about users' behavior on
the Internet. The following idea turned out to be productive: people who similarly
estimated some objects in the past are most likely to give similar estimates to other
objects in the future (Xiaoyuan & Khoshgoftaar 2009). This particular idea allows

2 https://dialogs.yandex.ru/store
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researchers to effectively extrapolate user behavior. Developing recommender
systems depends mostly on linguistic resource. For example, an effective
recommender system is based on synonyms dictionaries. Such systems are
supposed to “understand” that “children's films” and “films for children” mean the
same. For synonymy in recommender systems, see Moon (2019), a general review
is presented in Patel & Patel (2020).

Question-answering systems, or QA-systems, are designed to provide answers
in natural language, i.e. they have a natural language interface. They search for
answers in a textual database that QA systems have. Like search engines,
QA systems provide a user with the ability to search for information. However, an
important distinguishing feature of QA systems is that they allow a user to find
information that might be implicit, e.g., a film that a user might like but it could not
be found with a regular search engine. Obviously, the quality of a QA system
depends on its database size, i.e. whether it contains an answer to a question at all,
as well as on the technologies for processing questions and comparing them with
the database information. As for processing a question, it begins with identifying
the type of question and the expected response. For example, the question “Who...”
suggests that the answer is to contain the name of a person. QA systems apply
numerous complex CL methods and, similar to recommender systems, face the
issue of synonymy (Sigdel 2020). The latest review of QA systems is published by
Ojokoh and Adebisi (2018).

2.2. Methods of Computational Linguistics

All CL methods can be divided into two large classes: a class based on
dictionaries and rules (templates) and a class based on machine learning. These two
classes are fundamentally different in their approaches. Dictionaries and rules use
accumulated knowledge about the language, as well as results of highly
professional manual labor, and therefore they are extremely expensive. Machine
learning is implemented on a large number of examples, presented in annotated
corpora which function as training sets. The algorithm implies analyzing training
sets, identifying the existing patterns and then offering solutions to the problems
set. Modern machine learning systems vary in their functions and applications,
although deep learning neural networks have proved to be the most efficient. At an
input node of a neural network, any language data is fed in encoded forms as tokens:
letters, bigrams, short high-frequency morphemes, and words.

Application of this approach depends on a large body of annotated texts at a
researcher’s disposal: the larger the training set, the better the neural network will
learn. At the same time, annotation is quite simple and its implementation does not
necessarily involve professional linguists as researchers can refer to services of
native speakers.

In this article, we will focus on the basic methods of CL and refer readers to
the above-mentioned monographs for a detailed review of the area (cf. Clark et al.
2013, Indurkhya & Damerau 2010).
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Automatic text analysis usually begins with its pre-processing which includes
text segmentation, i.e. segmentation into words and sentences. Though it may seem
like a simple task, since words are separated from each other by spaces and
sentences begin with a capital letter and end with a period (rarely, exclamation
marks, question marks, ellipsis) followed by a space. The most typical example of
the rule or pattern is the following: a period — space — capital letter. However, it is
not that simple. A period can be in the middle of a sentence after the first initial,
followed by a space and then a capitalized second initial. Here, the period does not
explicitly indicate the division of the text into sentences. As an example, we can
refer to the following sentence: “Lukashevich N.V., Levchik A.V. Creation of a
lexicon of evaluative words of the Russian language RuCentilex // Proceedings of
the OSTIS-2016 conference. pp. 377-382”. Despite all the difficulties, the
segmentation problem is considered to be practically solved. In 1989, Riley (1989)
managed to achieve a 99.8% accuracy rate for splitting texts into sentences.
To achieve this result, the researcher developed a complex system of rules taking
into account the following features: length of the word before the dot, length of the
word after the dot, presence of a word before the dot in the dictionary of
abbreviations, etc.

The next step in the course of text analysis is morphological. Consider, as an
example, a language with complex morphology — Russian. For the Russian
language, morphological analysis is performed by a number of analyzers: MyStem,
Natasha, pymorphy2, SpaCy, etc. In CL, morphological analysis, the purpose of
which is to determine the morphological characteristics of a word, is based on a
detailed description of inflectional paradigms. For the Russian language, a
reference book of this kind is Zaliznyak (1977), which presents paradigm indices
of almost 100,000 lemmas of the Russian language. The presence of such a
directory made it possible to generate about 3 mln Word forms for the registered
lemmas of the Russian language. Automatic text analysis finds a lemma
corresponding to any word form and a complete list of morphological
characteristics. The main challenge for the existing analyzers is homonymy, which
the available parsers have not solved yet. And in situations when users require not
all parsing options but one, analyzers produce the variant of morphological parsing
of the highest frequency, still ignoring senses of the word in the context.

Another problem is parsing of the so-called “off-list” words, i.e. words not
registered in the dictionary. Given that the average number of such words is about
3%, their morphological analysis requires developing special algorithms. The
simplest solution foreseen is the following: based on the analysis of its flexion, the
off-list word is assigned its morphological paradigm.

Syntactic parsing, or parsing, is much more complex. The result of syntactic
parsing of a sentence is a dependency tree that presents a sentence structure either
in the formalism of a generative grammar or in the formalism of a dependency
grammar (cf. Tesniere 2015). Parsing requires a detailed description of the syntax
of the language. The most successful analyzer for the Russian language is ETAP
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developed by the Laboratory of Computational Linguistics of the Institute for
Information Transmission Problems of the Russian Academy of Sciences as a result
of over 40 years of research. Its latest version, ETAP-4, is available at (ENA,
June 6, 2020)°. ETAP parser is based on the well-known model “Meaning < Text”
(Melchuk 1974), its formalized version is described in the monograph by Apresyan
(1989).

In the recent decade, parsing has also been performed by neural networks
(cf. Chen & Manning 2014) trained on syntactically annotated corpora. English
Penn Treebank (ENA, June 6, 2022)* is used for English. For the Russian language,
one can use SynTagRus (ENA, June 6, 2022)°, developed by the Laboratory of
Computational Linguistics at the Institute for Information Transmission Problems
RAS.

The task of semantic analysis is even more difficult. However, if we want the
computer to “understand” the meaning, it is necessary to formalize semantics of
words and sentences. The problem is solved in two classical ways. The first was
initiated by C. Fillmore (1968), who introduced concepts of semantic cases or roles
of noun phrases in a sentence. The correct establishing of semantic roles is an
important step towards sentence comprehension. Fillmore’s original ideas were
realized in FrameNet lexical database (ENA, June 6, 2022)°.

The second approach was implemented in an electronic thesaurus, or lexical
ontology, WordNet (Fellbaum 1998) which was originally designed for the English
language. Subsequently its analogues were developed for many languages. There
are numerous analogues of WordNet for the Russian language, the most effective
and being widely used is RuWordNet thesaurus (ENA, June 6, 2022)7,
(cf. Loukachevitch & Lashevich 2016), comprising over 130,000 words. WordNet-
like thesauri explicate semantic relationships between words (concepts) including
synonymy, hyponymy, hypernymy, etc., and their systemic parameters partially
define their semantics. WordNet has been successfully implemented in a large
number of both linguistic and computer research.

The idea of vector representation of semantics, i.e. word embeddings, has been
proposed recently. Its core is constituted by the distributive hypothesis: linguistic
units occurring in similar contexts have similar meanings (Sahlgren 2008). This
hypothesis has been confirmed in numerous studies aimed at defining frequency
vectors of words registered in large text corpora. There are multiple refinements
and computer implementations of the idea, the most popular of which is word2vec
(Mikolov et al. 2013) available in Gensim library (ENA, June 6, 2022)8.
RusVectores system (Kutuzov & Kuzmenko 2017), available at (ENA, June 6,

3 http://proling.iitp.ru/ru/etap4

4 https://catalog.ldc.upenn.edu/LDC99T42

3 https://universaldependencies.org/treebanks/ru_syntagrus/index.html
6 https://framenet.icsi.berkeley.edu/fndrupal/

7 https://ruwordnet.ru/ru

8 https://github.com/rare-technologies/gensim
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2022)° identifies vector semantics for Russian words. Specifically, RusVectores
evaluates semantic similarity of words.

Obviously, the most important tool for research in CL, as indeed in all modern
linguistics, are text corpora. The first corpus compiled in the 1960s was Brown
Corpus which when released contained one million words. Since then, corpora size
requirements have increased dramatically. For the Russian language, the most well
known is the National Corpus of the Russian Language (NCRL, ENA, June 6,
2022'%). Created in 2004, it is being constantly updated and currently includes over
600 mln words. In 2009, Google compiled and uploaded a very interesting
multilingual resource, i.e. Google Books Ngram (ENA, June 6, 2022)'!, containing
500 bln words, 67 bln words of which constitute the Russian sub-corpus (cf. Michel
2011).

Another important problem is corpus annotation or tagging, which in difficult
cases is done manually. The work is usually carried out by several annotators and
their performance consistency is closely monitored (Pons & Aliaga 2021). Despite
the fact that corpora have become an integral part of linguistic research, there have
been ongoing disputes on their representativeness, balance, differential
completeness, subject and genre relatedness, as well as data correctness (cf.
Solovyev, Bochkarev & Akhtyamova 2020).

Thus, thanks to CL, researchers fully implement numerous services including
information retrieval, automatic error correction, etc. This became possible due to
fundamentally important accomplishments not only in computer science, but also
in linguistics. CL uses extensive dictionaries and thesauri, detailed syntax models,
and giant corpora of texts. Automatic morphological analysis in its modern form
would not exist without A. A. Zaliznyak’s “Dictionary of the Russian Language
Grammar” (1977). Multiple studies in CL are based on manually created WordNet
and RuWordNet thesauri. Computer technologies, in turn, contribute to the
development of linguistics. Text corpora and statistical methods have already
become commonplace; without them serious linguistic research would be
impossible.

All key CL technologies are publicly available, e.g. (ENA, June 6, 2022)"?
houses programs to solve numerous basic tasks for numerous languages.

It is not really feasible to cover all the topics of CL, a vast and rapidly
developing field of linguistics, in one article. Many important questions have been
left beyond. We refer readers interested in the topics of co-reference resolution,
disambiguation, topic modeling, etc. to the above-mentioned publications.

? https://rusvectores.org/ru/

10 https://ruscorpora.ru/new/

' https://books.google.com/ngrams

12 https://stanfordnlp.github.io/CoreNLP/
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3. Complexity of language and text as a research problem

The core of the special issue is made up of the articles focused on text
complexity assessment. At first glance, estimating language complexity based on
the number of categories in its system seems to be very logical, and the task itself
appears feasible. A good example of the idea can be a phonological inventory of
the language, the number of morphophonological rules or verb forms. Obviously,
in this case, it becomes possible to compare complexity of different languages and
assign them to some objective, absolute complexity (Miestamo, Sinneméki &
Karlsson 2008). Notably, it is the “objective” complexity that is significant when
mastering a non-native language. On the other hand, if a language is acquired as a
native language, it does not present any difficulty for children, and from this point
of view, all languages complexity is absolutely the same. Researchers admit that
language and text complexity “resists measurement”, and scholars working in this
field face conceptual and methodological difficulties.

Significant in the light of the problems under study is the description of the
relationship and interdependence of two areas of complexity studies: language, or
‘lingue’ complexity, i.e. linguistic complexology, on the one hand, and text or
discourse, ‘parole’ complexity, i.e. discursive complexology, on the other.

The interpretation of the very concept of “language (lingue) complexity”
changed dramatically in the 19th-20th centuries. In the 19th century, the
Humboldtian theory on interdependence between the structure of a language and
stage of development of people speaking this language was universally accepted
(Humboldt 1999: 37). Acknowledging this concept, researchers actually
acknowledge unequal status of languages and peoples. In the XXth century, the
Humboldian views asserting inequality of languages and their speakers were
replaced by the concept of the so-called single complexity, identical and equal for
all languages of the world. The idea received two names: ALEC — “All Languages
are Equally Complex” (Deutscher 2009: 243) and linguistic equi-complexity
dogma (Kusters 2003: 5). Researchers who support the idea are to prove two
hypotheses: (1) language complexity is constituted of sub-complexities of its
elements; (2) all sub-complexities in linguistic subsystems are compensated:
simplicity in area A is compensated by complexity in area B, and vice versa
(“compensatory hypothesis”). Arguing the concept “All languages are equally
complex”, Ch. Hockett quite boldly stated: “Objective measurement is difficult, but
impressionistically it would seem that the total grammatical complexity of any
language, counting both the morphology and syntax, is about the same as any other.
This is not surprising, since all languages have about equally complex jobs to do:
and what is not done morphologically has to be done syntactically” (Hockett 1958:
180—-181). Unfortunately, in the works of that period and approach, scholars
discussed neither complexity criteria nor its empirical evidence. For a detailed
overview of the “linguistic equi-complexity dogma”, see the seminal work
by J. Sampson, D. Gil, and P. Trudgill, Language Complexity as an Evolving
Variable (Sampson et al. 2009).
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The twenty-first century opened with a number of critical reviews of ALEC
theory, on the one hand (cf. Miestamo et al. 2008), and McWhorter’s provocative
statement that “Creole grammars are the simplest grammars in the world”
(McWhorter 2001). The very idea that all languages are equally complex has been
convincingly rejected by sociolinguists, who have shown that language contact can
lead to language simplification. This is shown in Afrikaans, Pidgins and Koine.
Simplifying a language is possible, hence, before its simplification, the language
was more complicated than after. And if a language can be more or less complex at
different periods of its history, then some languages can be more complex than
others (Trudgill 2012).

In the early 2000s the idea of linguistic complexity and the “dogma of equal
complexity” was actively discussed at conferences and seminars (see the seminar
"Language complexity as an evolving variable" organized by Max Planck Institute
for Evolutionary Anthropology in 2007 in Leipzig ENA, June 6, 2022'%), in a
number of journal articles (cf. Shosted 2006, Trudgill 2004) and monographs (Dahl
2009, Kusters 2003, Miestamo et al. 2008, Sampson et al. 2009).

Publications on language complexity in Russia are predominantly reviews
written by foreign scholars, although in recent years interest in the area has visibly
grown. The most comprehensive are the studies conducted by A. Berdichevsky
(2012) and the review of Peter Trundgill's book “Sociolinguistic Typology”, 2011
by Vakhtin (2014). The problems of language complexity were also discussed at
the Institute for Linguistic Research of the Russian Academy of Sciences (ILI RAS)
in 2018 at the conference “Balkan Languages and Dialects: Corpus and Quantitative
Studies”.

Local and global complexity

The development of linguistic complexology led to the identification of two
types of complexity: global, i.e. the complexity of the language (or dialect) as a
whole, and local complexity, i.e. complexity of a particular level of language or
domain (Miestamo 2008). And if the assessment of global complexity of a
language, according to researchers, is a very ambitious and probably hopeless task
which H. Deutscher compares with “chasing wild geese” (Deutscher 2009), then
the measurement of local complexity is considered as a feasible task, which imples
the compiling of a list and evaluating complexity predictors at various language
levels. The list of predictors of phonological complexity traditionally includes
phoneme inventory, frequency of marked '* phonemes, tonal differences,
suprasegmental patterns, phonotactic restrictions, and maximal consonant clusters
(Nichols 2009, Shosted 2006). When evaluating morphological complexity,
classical “inconvenience factors” (Braunmiiller’s term 1990: 627) are the size of
inflectional morphology of a language (or language variety), specificity of

13 https://www.eva.mpg.de/fileadmin/content_files/linguistics/pdf/ComplexityWS Webpage
2007.pdf

14 Phonemes that are rarely found in the languages of the world are considered marked
(Berdichevsky 2012).
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allomorph and morphophonemic processes, etc. (Dammel & Kiirschner 2008,
Kusters 2003). Syntactic complexity assessment is based on the accumulated data
of syntax rules and follows the principle “the more, the more difficult”, as well as
language ability to generate recursions and clauses within a syntactic whole (Ortega
2003, Givon 2009, Karlsson 2009). Semantic and lexical complexity is estimated
based on the number of ambiguous language units, the difference between inclusive
and exclusive pronouns, lexical diversity, etc. (Fenk-Oczlon & Fenk 2008, Nichols
2009). The pragmatic or “hidden” complexity built on the law of economy is the
complexity of inferences necessary to comprehend texts. Latent complexity
languages allow for minimalist, very simple surface structures in which
grammatical categories inferences are far from being trivial. The idea is exemplified
by languages of Southeast Asia, which have achieved a particularly high degree of
latent complexity. The latter is observed in the omission of pronouns and
consequent multiple co-references in relative clauses, absence of relational markers,
“bare” nouns lacking determiners and as such enabling a wide range of
interpretations (Bisang 2009).

Research has indicated that high levels of local complexity at one level in a
language do not necessarily entail low local complexity at another level, as
predicted by the “dogma of equal complexity”. For example, the analysis of metrics
of morphological and phonological complexity in 34 languages carried out by
R. Shosted did not reveal any expected statistically significant correlation (Shosted
2006). And the individual “balancing effects” (trade-offs) between local
complexities observed by G. Fenk-Ozlog and A. Fenk, unfortunately, are also
insufficient to validate the “dogma of equal complexity” of languages. G. Fenk-
Ozlog and A. Fenk, in particular, found that in English the tendency towards
phonological complexity and monosyllabicity is associated with a tendency
towards homonymy and polysemy, towards a fixed word order and idiomatic
speech (Fenk-Oczlon & Fenk 2008: 63). D. Gil has convincingly argued that
isolating languages do not necessarily compensate for simple morphology with
more complex syntax (Gil 2008).

Factors (or predictors) of language complexity are usually divided into
internal and external ones. The number of elements and categories in the language,
redundancy and irregularity of language categories are viewed as the internal
factors of complexity. The modern paradigm developed the so-called “list
approach” to assess internal complexity. The latter implies compiling a list of
linguistic phenomena, the presence of which in a language increases its complexity.
In fact, the lists of intrinsic complexity predictors are lists of the local complexity
described above. For example, the complexity predictors list compiled by J. Nichols
contains over 18 parameters and includes phonological, morphological, syntactic
and lexical features (Nichols 2009). A language is considered more complex if it
has more marked phonemes, tones, syntactic rules, grammatically expressed
semantic and / or pragmatic differences, morphophonemic rules, more cases of
addition, allomorph, agreement, etc. Scholars working in the area are interested, for
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example, in the number of grammatical categories in the language (Shosted 2006),
the number of phonemic oppositions (McWhorter 2008), the length of the “minimal
description” of the language system (Dahl 2009). McWhorter (2001) compares
word order, i.e. the position of the verb in the Germanic languages, proving that
English syntax has a lower degree of complexity than Swedish and German. The
reason for the claim is the loss of the V2 (verb-second) rule in English, according
to which the personal verb in Swedish and German takes the second place in the
sentence.

Language elements and functions with “duplicate” information or
overspecification are viewed as “redundant” internal predictors of complexity, and
therefore optional elements in a discourse (McWhorter 2008). P. Trudgill calls such
elements “historical baggage” (Trudgill 1999: 149), V. M. Zhirmunsky —
“hypercharacterization” (Zhirmunsky 1976), McWhorter — “ornamental
elaboration”, or “baroque accretion[s]” (McWhorter 2001). Syntagmatic
redundancy is exemplified in indirect nomination and ‘“semantic agreement”.
Language paradigmatic redundancy is manifested in synthetic grammatical
categories, such as agreement and obviative markers (see McWhorter 2001).

The irregularity or “opacity” of form and word-formation processes as an
internal factor in language complexity (see Miihlhdusler 1974) manifests itself in
irregular affixes (prefixes pa- in ‘pasynok’ (stepson), su- in ‘symrak’ (twilight),
niz- in ‘nizvodit’ (reduce), suffixes -tash in ‘patrontash’ (bandolier), -ichok in
‘novichok’ (novice), -arnik in ‘kustarnik’ (bush)) (see Kazak 2012).

External factors that determine language complexity are culture, language age
and language contacts. Older languages serving well-developed multi-level cultures
are considered to be more complex because they accumulated “mature language
features” (cf. Dahl 2009, Deutscher 2010, Parkvall 2008). At the same time,
intensive contacts between linguistic communities have a significant impact on the
complexity of languages. At the beginning of this century, P. Trudgill stated that
“small, isolated, low-contact communities with tight social networks” develop
more complex languages than high-contact communities (Trudgill 2004: 306).
However, in his later work, the researcher clarifies that the dynamics of interacting
languages complexity is determined by the duration of contacts and the age of
speakers mastering the superstratum: language simplification occurs during short-
term contacts of communities, when adults learn a foreign (second) language.
Language complication can take place in cases where the contacts are long-term
and the second language is mastered not by adults, but children (Trudgill 2011). To
prove the influence of language contacts on language complexity, B. Kortman and
B. Smrechani (2004) compare the ways of implementing 76 morphosyntactic
parameters, including the number of pronouns, noun phrases patterns, tense and
aspect, modal verbs, verb morphology, adverbs, ways of expressing negations,
agreement, word order, etc. in 46 variants of the English language. Researchers
divide all variants of the English language into three large groups: (1) native to their
speakers and performing all functions in the language community; (2) languages

288



Solovyev V. et al. 2022. Russian Journal of Linguistics 26 (2). 275-316

that function as the second official language of the state, and (3) creole languages
based on English. The study confirmed that the third group of languages, i.e.
English-based creoles, are the least complex, native English (first) language
varieties are the most complex, and second-language English varieties exhibit
intermediate complexity (Kortmann & Szmrecsanyi 2004).

In the most general terms, analytical methods for assessing complexity are
divided into absolute (theoretical-oriented and treated as “objective”) and relative
(user-oriented and thus “subjective '°”) (Crossley et al. 2008.). The absolute
approach is popular in linguistic typology and is used to assess language
complexity, while sociolinguistics and psycholinguistics use a relative approach.
P. Trudgill defines relative difficulty as the difficulty which adults experience while
learning a foreign language (Trudgill 2011: 371).

Text complexity as a construct is also modeled in discourse studies, linguistic
personology, psycholinguistics and neurolinguistics. The area of these studies also
includes relative complexity (or difficulty) of a text for different categories of
recipients in different communicative environments, as well as absolute and relative
(comparative) complexity of texts generated by different authors (see McNamara
et al. 1996, Solnyshkina 2015).

4. Summary of articles in the issue

The current issue contains a detailed review and discussion of the best practices
of text and discourse complexity assessment, as well as methods ranging from
purely linguistic to complex interdisciplinary including multiple hard- and software
tools.

One of the methods, i.e. eye-tracking, is viewed in the area as an objective way
of assessing text complexity for different categories of readers. Research
implementing eye-tracking techniques to evaluate Russian texts complexity
remains spares. The basic task here is to select text parameters and oculomotor
activity, as well as to identify methods of measuring text complexity perception.
The features typically selected to measure text complexity are average word length
and word frequency; as for parameters of oculomotor activity, it is preferably
assessed with relative speed of reading a word, duration of fixations, and the
number of fixations. Text readability is estimated in the number of words read per
minute. Eye-tracking is the focus of articles contributed by Laposhina and
co-authors and Bonch-Osmolovskaya and co-authors. Laposhina and co-authors
show that the number of fixations on a word correlates with its length, while the
duration of fixations correlates with its frequency. The research of Bonch-
Osmolovskaya and co-authors is aimed at elementary discursive units (EDU)
defined as “the quantum of oral discourse, a minimum element of discourse

15 Attributing this type of complexity as subjective is not universally accepted, since it is quite
objective for all participants in communication. It would be more appropriate to define this type of
complexity as “individual”.
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dynamics” (cf. Podlesskaya, Kibrik 2009: 309). Eye-tracking techniques allow to
indicate that the structure of EDE affects text readability.

Methods of neural networks are implemented to assess texts complexity in the
articles by Cortalescu et al., Sharoff, Morozov et al., and Ivanov et al. They also
share the object of research, i.e. texts for studying Russian as a foreign language.
An accurate assessment of their complexity enables better text selection for various
educational environments. E.g. implementation of BERT model mentioned above
provides a high degree of accuracy of text complexity assessment, i.e. 91-92%.

While using neural networks, researchers face an important research problem,
i.e. which text features affect neural network results. A possible approach here is to
use neural network to measure correlation coefficients of numerous text features
with text complexity. An extensive study of collections of texts of various genres
in English and Russian, taking into account dozens of linguistic features, has made
it possible to identify a number of non-obvious effects. For example, research
shows that more prepositions are used in more complex texts in Russian but in
simpler texts in English. Obviously, this is due to the difference in the typological
structures of languages. Notably, however, genre has a much larger effect on text
complexity across all languages as compared to differences between languages.

A broad review of multiple methods applied in the area is provided in the work
of M.I. Solnyshkina and co-authors. The paper covers six historic paradigms of
discourse complexology: formative, classical, closed tests, structural-cognitive
period, the period of natural language processing, and the period of artificial
intelligence.

An important distinguishing feature of the articles in this special issue and its
contribution to discourse complexology is constituted by its diverse and extensive
data: several hundred linguistic features, different languages, different text corpora,
different genres. Text complexity is assessed on several levels: lexical,
morphological, syntactic, and discourse. Multifaceted studies prove to explicate the
nature of text complexity. The publications in the current issue also provide
information on the corpora and dictionaries being compiled.

One of the most important parameters of text complexity is abstractness. The
more abstract words a text contains, the more difficult it is. The latter makes it
relevant to compile dictionaries of abstract/concrete words and means of estimating
text abstractness. English dictionaries of abstract/concrete words were published at
the turn of the century, and the Russian language was lately viewed as “under
resourced” since no dictionary identifying the degree of words abstractness was
available. Solovyov and co-authors present a detailed methodology of composing a
dictionary of abstractness for the Russian language. The article also describes the
areas of dictionary application.

Linguistic complexity is an interdisciplinary problem, an object of
computational linguistics, philosophy, applied linguistics, psychology,
neurolinguistics, etc. In the 21st century, complexity studies acquired concepts and
terminology, developed and verified a wide range of linguistic parameters of
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complexity. The main achievement of the new paradigm was the validation of
cognitive predictors of complexity enabling the assessment of discourse
complexity. This success, as well as an interdisciplinary approach to the problem,
made it possible to integrate studies of discourse complexity into a separate area,
1.e. discourse complexology. Complexity issues are not an “end in itself”, since the
research results are relevant both for linguistic analysis and for predicting
comprehension in a wide range of pragmalinguistic situations.

One of these situations is cognitive analysis of mistakes made in a foreign
language learning which is the object of research conducted by Lyashevskaya and
Yanda and colleagues. Both studies focus on the interrelationship between text
complexity of texts and cognitive resources necessary to comprehend a text.
Lyashevskaya et al. established that the number of mistakes made by a student is
correlated with morphological complexity of his/her discourse. Yanda et al. present
a computer system designed to analyze and adequately explain mistakes of a learner
of Russian as a foreign language.

5. Conclusion

The recent successes of computational linguistics have largely ensured
accomplishments in discourse complexology and allowed scientists not only to
automate a number of linguistic analysis operations, but also create user-friendly
text profilers. Tools such as ReaderBench, Coh-Metrix, and RuMOR (cf. the current
issue) are capable of solving both research and practical tasks: selecting texts for
target audiences, editing and shortening texts, analyzing cognitive causes of errors,
and even suggesting verbal strategies. The algorithms of automatic text profilers
are based on classical and machine learning methods, including deep learning
neural networks, one of the latest systems of which is BERT. At present, and this is
well shown in a number of articles of the special issue, researchers are successfully
combining methods of machine learning and the so-called “parametric approach”.

However, the most important feature of modern research is a vast expansion
of research problems and accuracy increase resulting from the abilities of artificial
neural networks to learn and modify. Artificial intelligence breakthroughs are
attributable to the three main factors: new advanced self-learning algorithms, high
computer speeds, and a significant increase in training data. Modern databases, as
well as dictionaries and tools for the Russian language developed in recent years,
allowed the authors of the special issue to address and successfully solve a number
of problems of text complexity.

A solid foundation for success in discourse complexity were findings of
cognitive scientists at the beginning of our century which completely changed
complexology paradigm. If the main achievement of the XXth century
complexology was the idea that “different types of texts are complex in different
ways”, the discourse complexology of the XXIst century proposed and verified
complexity predictors for various types of texts and developed toolkits for assessing
relative complexity of texts in various communicative situations. With cognitive
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methods in its arsenal, complexology acquired two additional variables: linguistic
personality of the reader and reading environment.

The new research paradigm of linguistic complexology is manifested in those
articles of the special issue which are aimed at defining new criteria for text
complexity: expert evaluation, comprehension tests and reading speed tests have
been replaced by new methods, which allow scholars to identify discourse units
affecting text comprehension.

The studies published in the special issue also highlighted the main problems
facing Russian linguistic complexology: creating a complexity matrix for texts of
various types and genres, expanding the list of complexity predictors, validating
new complexity criteria, and expanding databases for the Russian language.

RU

1. BeeageHue

CraTpsl OCBSIIIEHa COBPEMEHHBIM TPEHAAM KOMITbIOTEPHOM JTMHTBUCTUKH U
npobJeMaTuKe CI0XKHOCTH sI3bIKa U JUCKypca. B Heil Takoke naeTcs KpaTtkuid 0630p
CTaTeu BBIMYCKA.

Kommnbrorepnass nuarsuctuka (manee KJI) sBasercs MexAUCHUIUIMHAPHON
HAYKOM Ha CThIKE TMHTBUCTUKH 1 KOMIIBIOTEPHBIX HayK. OHa uccienyeT npooaeMsl
ABTOMATHYECKON 00paboTKu nHpOpMaIuu B sI3bIKOBOU (opme. J[pyroe gacto uc-
MOJIb3yEeMO€e Ha3BaHUE 3TOM NUCUUIUIMHBI, (PAKTHYECKH CUHOHUMHYHOE TEPMUHY
«KOMIIBIOTEpHAsl JMHTBUCTHKA», — 00paboTka ectecTBeHHOro s3bika (Natural
Language Processing, NLP). lnorna 3t OHATHS pa3rpaHUYMBAIOT, CUUTAS], YTO
KJI — B Gonbuieii crenenn TeopeTnueckas aucuumuinia, a NLP — 6onee npukinana-
Has. KJI Hauana pa3BuBatThes B Hayane 1950-X rT., o4TH cpasy mociie NOsIBIECHUS
kommsioTepoB. [lepBoii ee 3amadeil Oblia pa3paboTKa MAIIMHHOTO TEPEBO/A, B
YaCTHOCTH TEpPEeBOJIa HAyYHBIX JKYpHAJIOB C PYCCKOTO $i3bIKa HA AHTJIUHCKUH.
O navanpHOM 3Tane pa3suts KJI moxxno npounrtats B padore (Hutchins 1999).
be3ycnoBHO, mepBOHAYaIbHBIM ONTHMH3M IO MOBOIY OBICTPOTO peLIeHHs Mpo-
OJeMBl MAIIMHHOTO TEPEeBOa OKa3ajics HEOOOCHOBAHHBIM, M JIMIIbL B MOCIEIHUE
ropl yIaJloCh MOJYYUTh NEpeBOJbI nmpuemsiemoro kadecrBa. Omnako B KJI 3a
70 51eT pa3BUTHS TOCTUTHYTHI CEPbE3HBIE YCIIEXU B PELIEHUH MHOTHUX aKTyaJIbHBIX
MPAaKTUYECKHUX 3a/ay, YTO CHeJalio €€ OJHHM U3 CaMblX JUHAMHYHO Pa3BUBaIO-
IIMXCS ¥ BAKHBIX PA3JIeIOB KaK JIMHTBUCTUKH, TaK M KOMITbIOTEPHBIX HayK. Ha Harm
B3I, TydmnumMu MoHorpadusmu o KJI siisirores (Clark et al. 2013, Indurkhya
& Damerau 2010). [Tocneanuit 0030p, BKIIIOYAIOIINHN TaKXKe aHAJIH3 MEPCIEKTHB €€
pa3BuTHs, MOkHO HalTh B ctaTthe (Church & Liberman 2021).

[MosiBuBeecst mpumepHo 10 et Hazaz rimy6okoe 00yueHne HeUPOHHBIX ceTel
(Schmidhuber 2015) o6ecnieunsio HACTOSIITYIO PEBOJIIOIUIO B 00IaCTH UCKYCCTBEH-
HOTO MHTEUIEKTa U B TOM uMcie Bo MHorux pasgenax KJI. HMckyccTBeHHble
HEHWPOHHBIC CETH MPEJICTABIAIOT 000 (popMaIbHyIO0 MOJETH OMOJOTUYECKHX Ce-
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Tel HeWpoHOB. BakHelel nX 0COOCHHOCTBIO SIBJISIETCSI CITOCOOHOCTH K 00yde-
HUIO, B ClTyyae OIIMOKHM HEHpPOHHAs CETh ONpeeNICeHHBIM 00pa3oM MOIUpHLIUpY-
ercs. XOTs HEMpOHHBIE CeTH ObUIH TPEIOKEHHI emie B 1943 1., Tuiis HeCKOJIbKO
JeT Ha3aa ObUT COBEPIIICH MPOPBIB B UX UCTIONB30BaHUU. OH CBs3aH C TpeMs (ax-
TOpaMU: MOSIBIIEHUEM HOBBIX, 0OJie€ COBEPUICHHBIX AJITOPUTMOB CaMOOOYUYEHHUS,
MOBBIIIICHHEM OBICTPOACHCTBHSI KOMITBIOTEPOB, YBEITUYCHHEM HAKOTIIEHHOTO B MH-
TepHeTe 00beMa aHHBIX 111 00yueHus. B o6mactu NLP k mpopsiBy npuBeno mo-
sprnenue B kKoHie 2018 r. momenmu BERT (Devlin et al. 2018) — HelipoHHO# ceTH,
npeno0ydeHHO Ha Kopryce TekcToB. B Hactosmee Bpems BERT u ee ycosepiien-
CTBOBaHHBIE BAPUAHTHI MMOKA3BIBAIOT JIYUIIIHUE PE3YJIbTATHI B PEIICHUH MHOTHX 3a-
nad NLP (aoBeitmmii 0630p cm. (Lauriola et al. 2022)).

B 0030pe TpeH10B KOMITBIOTEPHOM IMHTBUCTHKY JENIAETCs aKIICHT Ha CIIeIy-
IOLIUX acCHEeKTaX HCCIIeNOBAaHUI: MPUKIAJAHBIE 33/7a4d, METO/bI, KOMIIbIOTEPHbIE
JUHTBUCTUYECKUE PECYPCHI, BKJIAJ TEOPETUUECKON JIMHTBUCTHKU B KOMITBIOTEP-
HY0, TPUMEHEHUE HEHPOHHBIX CETEeH rITy00KOro 00yUueHUsI.

2. NpuknagHbie 3aaa4n U MeToAbl KOMMNbIOTEPHOW IMHIBUCTUKN
2.1. MpuknadHbie 3a40a4uU KOMNbIOMEPHOU NUH28UCMUKU

Kpome wmammHHOTO mnepeBofa MOXHO BBIIEIHUTH CIEAYIOIIUE OCHOBHBIE
KJIACCHI MIPHUKIIAIHBIX 3aj1a4, Jexanmx B pycie KJI: o06paboTka JOKyMEHTOB, KOM-
NBIOTEPHBIN aHATTN3 COLMATBHBIX CETEH, aHAIU3 U CUHTE3 Peuu (B TOM YHCIIE TOJI0-
COBBIE TOMOIIHUKH ), BOIPOCHO-OTBETHBIE CUCTEMBI, PEKOMEHIATEIbHbIE CUCTEMBI.
HaunbGonee oO0beMHON sBIISIETCS 3aada 00pabOTKH JOKYMEHTOB, BKJIIOUAOIIAs B
ceOst OOJIBIIION CIIEKTP MO3aa9: TIOUCK, CYMMapHu3aIlus, KjIacCuPpUKaIus, aHau3
TOHAJILHOCTH, U3BJIeUeHNE HH(POPMALIUU U T.1.

[Touck, oueBUAHO, CIEAYET pacCMATPUBATh KaK HanboJiee U3BECTHYIO 3a/1a4y
KJI, ycnemHo peann3oBaHHyIo B mouckoBukax Google, «SIHmeKkc» u moBceMecTHO
ucnonpzyemyr. OOCTosATeNbHOE BBEJACHHE B MPOOJIEMATHKy WH(MOPMAIMOHHOTO
nmoucka MokHo HaiTu B (ManuuHT 1 Ap. 2011). OcHOBHOI BU TOMCKOBBIX 3aIPO-
COB — HA0Op KIIIOUEBBIX CIIOB. [I[ByMs IIaBHBIMHU MPOOIEeMaMH TTOUCKA SBIISIOTCS:
HEOOXOMMOCTh 00ECIIeUNTh OBICTPBIM MOUCK B TUTAHTCKOM KOJHMYECTBE TEKCTOB
B MHTEPHETE 1 00ECIIEYNTh MOKCK C YI€TOM CEMaHTHKH 3arpoca, a He IPOCTO COB-
MaJIeHus CJIOB B 3allpoce U JOKYMEHTE. bhICTphIii MOMCK mpenonaraer npeaoopa-
0O0TKy BCEX JOKYMEHTOB B MHTEPHETE M CO3JaHHE TaK Ha3bIBAEMOTO MOWCKOBOTO
MHJIEKCa, YKa3bIBAIOIIETO, B KAKMX KOHKPETHO JOKYMEHTaX HaXOIUTCS UCKOMOE
cioBo. [Tonck JOKYMEHTOB IO CEMaHTHKE, UJIM CEMAaHTHYECKUH MTOUCK, peaTu30BaH
B paMKaX XOPOIIIO U3BECTHOM KoHIennu CeMaHTHIeCKOU MayTHHBI, UK Semantic
Web (Domingue et al. 2011), B 0CHOBe KOTOPO# JIEKUT el OHTOJIOTHH, O KOTO-
pBIX peub noinet Hwke. [Ipumep cemanTuyeckoro noucka: Google B oTBET Ha 3a-
npoc bemxoeen ma ma ma mam NEepBOM BBIAAET CCHUIKY HA CTaThIO B « Bukuneanm»
0 5-i1 cuMmponun berxoBeHa, XOTs B TEKCTE CTaThU HE CONEpPKUTCS (Ppasza ma ma
ma mam. Takum oOpa3om, mouckoBUK Google «moOHUMAaeT», YTO ma ma ma mam
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5-s1 cuMpOHUS CEMAHTUYECKU CBSI3aHBI. Y CIIEITHBINA MOUCK OBLIT OBl TPOCTO HEBO3-
MOKEH 0€3 JMHTBHCTUYECKUX HCCIEJIOBAaHUN, KOTOpBIE MPHUBEIU K CO3JIaHUIO
IrOpUTMOB MOP(OJIOTUYECKOTO M CHHTAaKCHUYECKOTO aHaliu3a, Te3aypyCoB H
OHTOJIOTH JUTSI SKCILTUKAIMN CEMAHTHUYECKUX CBSI3EH MEXy CYIIHOCTSIMHU.
TepmuH «u3BiIeueHue HHPOPMAIUID TPAKTYETCS KaK MOUCK B TEKCTe UH(DOP-
MallM{ ONpPEeAETICHHOTO BU/Ia: CYIIHOCTEH, X OTHOLICHHH, (hakToB U T.1. Hanbomnee
MpOpabOTaHHOMW SIBJISETCS 3a/1a4a M3BJICYCHUS MMEHOBAHHBIX cylHocTerd (Name
Entity Recognition, NER), T.e. uMeHa mepcoH, opranuzaiuii, reorpauaeckux
o6bekToB 1 T.1. HemaBauit onpoc IT-npodeccronanor u3 pazaudabx cdep On3-
neca (ENA, June 6, 2022)'¢ nokasan, uto 3anaua NER sBisieTcss Hanbonee BocTpe-
OoBaHHOW B OM3HEC-TIPWIIOKEHUAX. [IJIs1 perieHust 3ToH 3a/1aui MPUMEHSIOTCSI pas-
JIMYHBIE TEXHUKH: HCII0JIb30BAHUS TOTOBBIX CJIOBApPEN UMEH JIKOJIEH, Ha3BaHUM reo-
rpadu4ecKux OOBEKTOB; JIMHIBUCTUUYECKUX MPU3HAKOB (MCIOJb30BAaHUE 3aryiaB-
HBIX OYKB), MMOJATOTOBJICHHBIX MAaTTEPHOB UMEHHBIX TPYIIT;, METOJ0B MAITHHHOTO
o0yuenus. O630p 3T0# 006macTu MokHO HalTH B (Sharnagat 2014). Cuctembr NER,
OCHOBaHHBIE Ha CJIOBAapsX U MpaBUJIax, IPaBUIIbHO U3BJIEKAIOT 0K0J10 90% cyiiHo-
cteil B Tekctax. BERT-ocHOBaHHBIE cHCTEMBI 00ECTIEUNBAIOT YK€ 0K0s10 94% mpa-
BUJIbHO U3BJIeKaeMbIx cymrHoctert (Wang 2020), 4To cOnmocTaBUMO C ypPOBHEM TOU-
HOCTH YeJIOBEKa U JIEMOHCTPHUPYET MPEUMYIIECTBA HEHPOHHBIX CeTel ¢ IIyOOKUM
oOyuyeHreM. 3HauUnTENbHO CIIOKHEE 3a/1aua U3BJIeUeHHs CoObITHI 1 (akToB. Kiac-
CHYECKHI TIOJIXO]T 37IECh COCTOUT B CO3/IaHUH 111a0JI0HOB COOBITHH, B KOTOPBIX (hUK-
CUPYIOTCS TUIBI U POJH CYIIHOCTEH, y4acTBYIOIIMX B COObITHAX. Hampumep,
cobrpiThe «24 urons 2021 r. Maiikpocodt nmpesenroBana Windows 11» onmceiBa-
eTcs cleAyromuM mabioHoM: Tl akTHBHOCTH — KOMMeEpUecKasi Mpe3eHTaIlus,
Kommanwus — Maiikpocodt, [Tpoaykr — Windows 11, Jlata — 24 urons 2021 r. 111a6-
JIOHBI TAKOTO BUA CO3/IAI0TCS BPYYHYIO, UTO SIBIISIETCS BECbMA TPYIOEMKHUM JIEJIOM.
Ot ux kadecTBa 3aBUCUT A(PPEKTUBHOCTh CHCTEMBI HM3BICYCHHUS HH(POPMAIIHH.
OOBIYHO TaKWe CUCTEMBI U3BIEKat0T JHIb 0kolio 60% ¢axTos (Jiang et al. 2016).
B nocnennue ronpl MHOrO palboT MOCBSIIEHO CEHTHMEHT-aHaU3y TEKCTOB
(Cambria 2017). ITox 5TUM TOHUMAETCSI ONPEICTICHUE TOHATBHOCTH TEKCTOB: BbI-
pPaKEeHO JIM B TEKCTE MO3UTHUBHOE HJIM HETaTMBHOE OTHOUICHHE K OMHCHIBAEMbIM
o0BeKTaM. ITa 00JIaCTh BaYKHA KOMITAHUSM JIJIsl OLICHKH KOMMEHTapHEB MOJIb30Ba-
Tenel 00 uxX ToBapax M yciyrax. Jlyis permeHus 3Toi 3a1a9u TakKe UCTIOIb3YIOTCS
NaTTePHBI, CIOBAPH, METOJIBI MAITMHHOTO 00y4eHws. [[1s1 pycCKOTro si3bIKa CO3AaH
cinoBapb RuSentiLex (Loukachevitch & Levchik 2016), Bximrouaromnuii 6oinee
12 TBIC. CTIOB M CIIOBOCOYETAHHM, MAPKHUPOBAHHBIX KaK MO3UTUBHBIC, HETATHBHBIC
WM HelTpasbHble. [ 1aBHas npoliaemMa CeHTUMEHT-aHaIl3a TEKCTOB — 3TO 3aBUCH-
MOCTh TOHAJIBHOCTH CJIOBA OT KOHTEKCTA. CJIOBO B OJTHUX KOHTEKCTaX MOXKET HMETh
MO3UTUBHYIO OKPACKY, a B IPYTUX — HEraTUBHYI0. BO3MOKHBIM pellieHueM JaHHOU
POOJIEMbI MOKHO PacCMaTpHUBATh MOCTPOSHHUE CIIOBApPEl CEHTHMEHT-JIEKCUKOHA
s crienndrueckux mpeaMeTHhIX obacteit. Eme onna gyHmamMeHTanbHas mpo-
0JieMa — He MPOCTO OLIEHUTh TOHAILHOCTh BCETO TEKCTA B IIEJIOM, & YCTAaHOBHTD, K

16 https://gradientflow.com/202 1nlpsurvey/
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KaKOMY acCIeKTy CUTYallud OTHOCHUTCS OLIEHOYHOE BBICKa3bIBaHUE. DTO OCOOEHHO
Ba)XHO B MIPHUKJIATHBIX MCCIEAOBAHUSIX O