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Abstract

Estimating word complexity with binary or continuous scores is a challenging task that has been
studied for several domains and natural languages. Commonly this task is referred to as Complex
Word Identification (CWI) or Lexical Complexity Prediction (LCP). Correct evaluation of word
complexity can be an important step in many Lexical Simplification pipelines. Earlier works have
usually presented methodologies of lexical complexity estimation with several restrictions: hand-
crafted features correlated with word complexity, performed feature engineering to describe target
words with features such as number of hypernyms, count of consonants, Named Entity tag, and
evaluations with carefully selected target audiences. Modern works investigated the use of
transforner-based models that afford extracting features from surrounding context as well. However,
the majority of papers have been devoted to pipelines for the English language and few translated
them to other languages such as German, French, and Spanish. In this paper we present a dataset of
lexical complexity in context based on the Russian Synodal Bible collected using a crowdsourcing
platform. We describe a methodology for collecting the data using a 5-point Likert scale for
annotation, present descriptive statistics and compare results with analogous work for the English
language. We evaluate a linear regression model as a baseline for predicting word complexity on
handcrafted features, fastText and ELMo embeddings of target words. The result is a corpus
consisting of 931 distinct words that used in 3,364 different contexts.
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Hayynas craTbsa

COO0p M OLleHKA JIEKCUYeCKOH C/I0KHOCTHU AaHHBIX
AJISI PyCCKOTO fAA3bIKa C NOMOLIbI0 KpayACOPCHHIa

A.B. ABPAMOB <, B.B. IBAHOB

Kaszanckuii (Tlpusonoiccxuti) ghedepanvhwiii ynusepcumem, Kazano, Poccus
D<AIV Abramov@stud.kpfu.ru

AHHOTALMSA

O11eHKa CII0KHOCTH CJI0Ba C TOMOIIbI0 OMHAPHOM WITH HETIPEPHIBHOM METKH SIBJISIETCS CIIOMKHOM 3a-
Jadeii, u3ydeHue KOTOPOil MPOBOAMIOCH AN PA3IHUYHBIX JOMEHOB M €CTECTBEHHBIX S3BIKOB.
OObIYHO MaHHas 337a4a 0003HAYACTCS KaK UICHTU(HUKALMS CIIOKHBIX CJIOB HIIM MPOTHO3UPOBAHKE
JIEKCHUUECKON CI0oKHOCTU. KoppekTHas OlleHKa CII0KHOCTH CJIOBA MOKET BBICTYIAaTh BayKHBIM 3Ta-
IIOM B aJITOPUTMaXx JIEKCHYECKOTO YIPOIIeHHs cJIoB. IIpecTaBieHHble B paHHUX paboTax MeToIo-
JIOTUH TTPOTHO3NPOBAHUS JIEKCHYECKON CII0)KHOCTH HEPEIKO MPEIarajirch ¢ PAIOM OTPaHHICHUH:
ABTOPBI HCIIOJIB30BATM BPYYHYIO CO3JaHHBIC TPH3HAKH, KOTOPHIE KOPPEIUPYIOT CO CI0KHOCTHIO
CJIOB; MPOBOAWIN JETAIBHYIO TCHEPAMI0 MPU3HAKOB JUIS OMHCAHMS LIENEBBIX CJIOB, TAKUX Kak
KOJIMYECTBO COTJIACHBIX, TUTIEPOHMMOB, METKH MMEHOBAHHBIX CYIIHOCTEH; TIIATEIHHO BBIOMpPAIH
LENEBYIO ayTUTOPHIO JJIs OIEHKH. B Goree coBpeMeHHBIX paboTax paccMaTpHBaIOCh IPUMEHEHHUE
MoJIeJiel, OCHOBaHHBIX Ha apxuTekrype Transformer, Al U3BJICUYCHUS MPU3HAKOB U3 KOHTEKCTA.
OpHako OOJBIIMHCTBO MPEACTABICHHBIX pa0OT OBLIO MOCBSIIECHO aTOPUTMAM OICHKH IS aHTJTH -
CKOTO $13bIKa, U JIMIIb HEOOJbIIas YacTh MEPEHOCHIIA UX Ha APYTHE SA3bIKH, TaKHE KaK HEMEIKUH,
(paHIy3cKHii U McHaHCKWA. B naHHOW paboTe MBI IpencTaBiseM HAa0Op AaHHBIX JUIA OLECHKH
JIEKCUYECKOW CII0KHOCTH CJIOBA, OCHOBaHHBIA Ha CHHOAaiIbHOM nepeBoje bubianm u coOpaHHbIH
C TIOMOIIBIO KPayJICOPCUHIOBOW TUIaTGOpMBI. MBI ONHUCHIBAEM METOJOJOTHI0 cOOpa M OLEHKH
JIAHHBIX C MoMoNIbio miKaisl JlaiikepTa ¢ 5 rpaganusiMu; IPUBOANM OIHMCATEIBHYIO CTAaTUCTHKY
U CPaBHUBAEM €€ C aHAIOTHYHOM CTATUCTUKOW JJIsl aHTIIMHCKOTO si3bIKa. MBI OIIEHUBaeM KauecTBO
paboTHI INHEHHO perpeccuy Kak 6a30BOT0 ajropuTMa Ha psijie IPU3HAKOB: BPYYHYIO CO3/IaHHBIX;
BEKTOPHBIX mpexacTaBieHusx cioB fastText 1 ELMo, BBIYMCICHHBIX Ha OCHOBE IIEIEBBIX CIIOB.
PesynbpraTom sBnsieTcs kopiyc, conepxkamuii 931 cioBodopmy, KoTopsie BCTpedanuck B 3364 pas-
JIMYHBIX KOHTEKCTAX.

KntoueBble c10Ba: iexcuieckas ClodicHOCMb, pYCCKUll A3bIK, pasmemxa, kopnyc, bubnus

J{nsi {UTHPOBAHMSI:

Abramov A.V., Ivanov V.V. Collection and evaluation lexical complexity data for Russian
language using crowdsourcing. Russian Journal of Linguistics. 2022. Vol. 26. Ne 2.
P. 409-425. https://doi.org/10.22363/2687-0088-30118

1. Introduction

This paper introduces a new dataset for lexical complexity prediction in
Russian. Automatic predicting of lexical complexity can be useful in many areas
such as readability assessment and text simplification (Dale 1948: 37-54, Devlin
1998). Typically, this task is formulated as mapping a word in a context with a
complexity score on a certain scale. For instance, a selected word in a sentence may
be assigned a binary label (complex/non-complex), or a score on the Likert scale
(from 1 to 5). In recent works, this task has been studied in both multiple-domain
settings, where lexical complexity depends on a subject domain of a text (e.g.,
biblical text, biomedical articles and proceedings of the European Parliament) and
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cross-lingual settings (e.g., English, German, Spanish) (Yimam 2018: 66-78).
Basic parameters that can affect lexical complexity include a variety of lexical
features, including word length, frequency features, character N-grams, and word
embeddings'. The features that represent words as vectors can be used for fitting a
machine learning model to the existing labeled dataset. A general approach of
application machine learning models (such as Random Forest, Neural Network or
Support Vector Machines) in Computational Linguistics and Natural Language
Processing can be found in numerous monographs, including, but not restricted to
(Manning & Schutze 1999, Nitin & Damerau 2010, Clark 2013).

Moreover, with the advances in machine learning and natural language
processing (Delvin et al. 2018), pre-trained neural language models can be applied
in the task of lexical complexity prediction in context (Shardlow 2021: 1-16).
A comprehensive overview of computational linguistics methods applied in
complexology can be found in (Solovyev et al. 2022). However, labeled datasets
are still needed to fine-tune such models. At the same time, a task for multilingual
lexical complexity prediction was studied for a limited number of languages. For
instance, cross-lingual features for complexity prediction are studied at the level
texts in (Morozov et al. 2022), while an neural approach is analyzed in (Sharoff
2022) Therefore, the main aim of the paper is to leverage existing methodology for
the development of a Russian dataset for lexical complexity prediction.

We follow the methodology proposed in (Shardlow 2020: 57-62) which uses
crowdsourcing to collect data. We investigate the statistical properties of the dataset
to compare it with the English counterpart. The dataset contains 931 distinct words
that occurred within 3,364 different contexts. Finally, we carried out a series of
experiments for predicting lexical complexity with a simple linear function that uses
lexical parameters of words as input and outputs a complexity score (so called linear
regression model). The results of the model are close to the results of the same
model trained on the English dataset.

2. Related works

In this section, we review the studies of lexical complexity prediction (LCP)
focusing on two aspects: (i) dataset construction and (ii) baseline models
evaluation. Since 2016, to evaluate methods for the lexical analysis, three shared
tasks have been organized (Paetzold 2016: 560-569, Yimam 2018: 66-78,
Shardlow 2021: 1-16). The first two initiatives address a very close problem of
Complex Word Identification (CWI-2016 and CWI-2018), the latter one deals with
the LCP task. In CWI-2016, the goal was to detect a complex English word in a
context wherein a word is considered complex if it is difficult to understand for at
least one of the annotators — non-native speakers. The training dataset had
2,237 instances, each labeled by 20 annotators, and the test dataset had
88,221 instances. Each word was assigned a binary label, naturally leading to a

""Word embedding is a representation of a word in the form of a numerical vector.
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classification task. The participants experimented with lexical and statistical
features available from the external sources, including Simple Wikipedia, as well
as word embeddings. The feature sets served as an input to classifiers
leveraging existing machine learning models. The post evaluation done in
(Zampieri 2017: 59-63) has shown that the majority of the participating systems
performed poorly mostly because of the data annotation flaws and the small size of
the training dataset. In CWI-2018, the organizers proposed a new dataset aiming at
both multilingual (English, German, French and Spanish) and multi-domain
evaluation. In addition to the classification task, the participants of the CWI-2018
were able to solve another task, predicting a probability of the given target word in
its particular context being complex (a regression problem).

The LCP-2021 dataset features an augmented version of CompLex, a multi-
domain English dataset with texts from annotated using a 5-point Likert
scale (1-5) (Shardlow 2020: 57—62) texts represent from three sources/domains:
the Bible, Europarl (European Parliament), and biomedicine. The dataset covers
10,800 instances spanning three domains and containing unigrams and bigrams as
targets for complexity prediction. The task was to predict the complexity value of
words in a context (same tokens may appear in different contexts; on average each
token has around 2 contexts). The LCP-2021 Shared task has two sub-tasks:
predicting the complexity score for single words; and predicting the complexity
score for multi-word expressions. For both subtasks the same performance
measures were used to evaluate quality: correlations between human assessments
and system results (here, the authors used two measures: Pearson’s and Spearman’s
coefficients that show how well machine ranking corresponds to the human ranking
of words)?, and mean absolute and mean squared errors (MAE and MSE that
correspond to average deviation between a score assigned by a machine and a score
estimated from human judgements, respectively). The top-performing system
(Yaseen 2021: 661-666), which applied modern models, where features are
weighted token and context representations derived from very large neural
networks that are pre-trained on multi-billion token text corpora, i.e., BERT (Delvin
et al. 2018) and RoBERTa (Liu et al. 2019), reported 0.7886 Pearson Correlation
in Task 1. However, there are 0.0182 points of Pearson’s Correlation separating the
systems at ranks 1 and 10. The LCP-2021 dataset has only English contexts,
therefore this evaluation has not covered any other language except English. In the
present paper, we develop a dataset for Russian using a methodology from
(Shardlow 2020: 57-62) as closely as possible, because this can ease further
multilingual and multi-domain lexical complexity evaluations. The methodology
for data collection includes selecting target words and multi-word expressions
(MWE) using predetermined frequency bands to ensure that targets are distributed
across different ranges of low to high frequency. Automatic part-of-speech (POS)
tagging was used for selecting nouns and MWEs that match certain patterns. In data
labeling respect, the methodology leveraged a 5-point Likert scale with the

2 Pearson’s Correlation coefficient was used for final ranking of the results.
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following descriptors: “Very easy”, “Easy”, “Neutral”, “Difficult”, “Very
Difficult”. Each instance was annotated by 20 workers (annotators from English
speaking countries) of a crowdsourcing platform. The labels for each word were
transformed into a complexity score on a scale [0,1]. The resulting dataset had the
average complexity for words equal to 0.395, with a standard deviation of 0.115.
The subset of instances that were extracted from the Bible had the lowest average
complexity score (0.387).

In the remaining part of this section, we review studies of CWI and LCP tasks.
Most of the works have detailed descriptions of technical details that are more
relevant in computer science than in linguistics. Therefore, we decided to focus on
the review on the features (or parameters) that different methods use to model word
complexity.

In (Yimam et al. 2017), the authors use four different language-independent
sets of features: Length and frequency features, Syntactic features, Word
embeddings features and Topic features. The authors used three length features: the
number of vowels, the number of syllables, and the number of characters in a word;
and three sets of frequency features: frequency of the word in Wikipedia, frequency
of the word in the Google Web 1T 5-Grams, and frequency of the word in a context.
A proper normalization for all the length and frequency features was performed. As
syntactic features, the authors use the part of speech (POS) tags of words in different
languages and map them into universal POS tags. As word embedding features,
they use word2vec representations of content words (both complex and simple), in
addition to cosine similarity between the vector representations of the word and its
context. To compute topic-related features, the authors use a topic modeling
technique LDA (Blei 2003) capable of representing each context as a distribution
over topics, which in their turn are represented as distribution over words. The
authors used 100 topics and computed cosine similarity between the word-topic
vector and the document vector. The best classifiers trained on the described sets of
features outperformed baseline results; however, feature analysis was not the
primary goal in (Yimam 2017).

In (Kajiwara & Komachi 2018), the authors present their system that
participated in the CWI-2018. They experimented with length features (Number of
characters and Number of words for MWE) as well as with frequency features
extracted from several corpora (Wikipedia, WikiNews, Lang-8). The authors
evaluated the importance of features using ablation study on a classification task
and found that the frequency features can yield better performance in comparison
to probabilistic features extracted from the same corpora. The Lang-8 corpus seems
to be more useful for their system than Wikipedia.

In (Aroyehum et al. 2018), the authors compared two approaches: feature
engineering and a deep neural network. Both approaches achieved comparable
performance on the English test set. The features sets used for training can be
divided into several groups: Morphological Features, Syntactic and Lexical
Features, Psycholinguistic Features, Word Embedding Distances that served as
Features.
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In (Malmasi et al. 2016), the authors of the LTG system focused on the use of
contextual language model features and the application of ensemble classification
methods. Both versions of their systems achieved good performance (second and
third place in CWI-2016). They leveraged a core set of features based on estimating
n-gram probabilities using web-scale language models from the Microsoft Web
N-Gram Service. These probabilities fall into three groups: Word Probability (how
likely it is that the word is present in the corpus), Conditional Probability (how
likely it is that the word is present in the corpus given the immediate previous word),
and Joint Probability (how likely it is that the pairs and triples of words are in the
corpus). All of these probabilities help a system modeling the context in which a
word appears. In later works on CWI and LCP such information was represented
using word embeddings. In addition, the authors use the length of a word as a
feature.

A number of novel features were proposed in (Aprosio 2020). Their approach
based on the user’s native language identifies complex terms by automatically
detecting cognates and false friends, using distributional similarity computed from
fastText (Bojanowski 2017: 135-146) word embeddings. Similar types of features
are used in (Zaharia 2020). To calculate similarity measures between words, the
authors apply a technique presented in (Conneau 2017) to learn a linear mapping of
two vector spaces that represent monolingual fastText word embeddings (e.g.,
between Spanish and German) into the same vector space.

The MacSaar (Zampieri 2016) system presented in CWI-2016 based on a
simple idea — observing Zipfian frequency distributions computed from text corpus
— helps to determine whether a word is complex or simple. The authors calculate
the Zipfian frequency feature by taking the inverse of the rank of a word.
Additionally, word length, normalized sum probability of the character trigrams in
a word, sentence length and sum probability of the character trigrams of the
sentence were used in their experiments.

In 2021, a number of models and features were evaluated in the new LCP-2021
Shared task in (Shardlow 2021: 1-16). First, we should mention that top-performing
systems for lexical complexity prediction used context by means of contextualized
pre-trained language models. Those systems, as mentioned above, use deep learning
models that make use of the Transformer architecture which in recent years has
disrupted the field of natural language processing (Vaswani 2017). During pre-
training, such language models are forced to use context in order to reconstruct
missing words in a large corpus (usually, multi-billion tokens corpora). In the
LCP-2021, the participants used BERT-based models: BERT (Delvin 2018),
RoBERTa (Liu 2019), ELECTRA (Clark 2020), ALBERT (Zhenzhong 2019),
DeBERTa (He 2020) to encode (i.e., to represent in the form of vectors) both a
target word and the input context of the word. Other systems used a variety of
features, including lexical frequency and length features, psycholinguistic features
that represent human perception of words, semantic features from WordNet to
represent word ambiguity or abstractness. The third group of systems combined the
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deep learning models with the models trained on engineered feature sets. An
extensive exploration of sentence and word features are presented in (Mosquera
2021), where the author investigates feature engineering methods for predicting the
complexity of English words in a context using regression models. A substantial set
of 51 features was studied, including Word and Lemma lengths, Syllable count,
Morpheme length (a number of morphemes for the target word), Google frequency
(the frequency of the target word based on Google ngram corpus), two Wikipedia-
based word frequencies (one based on the target word occurrences and the other
based on the number of documents in Wikipedia where the target word appears),
Complexity score taken from a complexity lexicon (Maddela & Xu 2018), Zipf
frequency, two Kucera-Francis frequencies: for a target word and for the target
word lemma, binary features (is_stopword and is acronym), Average age of
acquisition, Average concreteness, Word and Lemma frequencies in COCA,
WordNet-related features (Number word senses, synonyms, hypernyms,
hyponyms), Minimum and maximum distances to the root hypernym in WordNet
for the target word, Number of Greek or Latin affixes, Year of appearance (the first
year when the target and its preceding word appeared in the Google Books Ngram
Dataset), as well as a number of SUBTLEX-based features and various readability
scores (such as SMOG index, Dale-Chall index, Gunning-Fog, etc.). A list of top
ten important features includes age of acquisition, Dale-Chall index, Zipf
frequency, average concreteness and lemma frequency.

3. Methodology

Following the methodology proposed for the English language in (Shardlow
2020: 57-62), we chose a Russian parallel translation of the Bible from
(Christodouloupoulos 2015: 375-395), based on the Russian Synodal Bible, as the
initial corpus. For annotation we selected nouns listed in the Frequency dictionary
of modern Russian language (Lyashevskaya 2009), that fall within the following
frequency intervals (ipm, instances per million): (2-4), (5-10), (11-50), (51-250),
(251-500), (501-1400), (1401-3100). Such restrictions on the choice of part of
speech and specific frequency intervals provide us with a basis for a fair comparison
with the original methodology. The selection of suitable nouns was performed in
such a way that the number of words in each frequency interval was approximately
the same for the first four intervals and decreased with the growth of frequency for
the rest. We selected 931 distinct words that occurred within 3,364 different
contexts. Each word was provided with a surrounding context, such as a Bible
verse.

The assessors were asked to estimate the lexical complexity of a highlighted
word in a given context using five-level Likert scale with the following items:

1. Very easy: the meaning of the highlighted word is clear;

2. Easy: the meaning of the highlighted word is obvious and the context
supplements it;
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3. Average®: the meaning of the highlighted word is familiar, but it becomes
clear only after taking into account the surrounding context;

4. Difficult: the meaning of the highlighted word is not evident, but might be
understood after considering the context;

5. Very difficult: the meaning of the highlighted word is unclear or the word
itself is unfamiliar.

Compared to the data labeling procedure described for CompLex, we decided
to present a more detailed description for each item of the scale, particularly, in
terms of impact of the context on the understanding of the word meaning. A detailed
explanation for each item could simplify the lexical complexity evaluation for the
assessors and the subsequent analysis of the answers.

The words and their surrounding contexts were grouped into samples as in the
following sample: “/x xoney — nocubenw, ux 602 — YpeBO, U C1A8a UX — 8 cpame,
onu muicaam o zemuom” (“Whose end is destruction, whose God is their belly, and
whose glory is in their shame, who mind earthly things”), where the target word is
bold type and its context is marked with italics. The collected samples were shuffled
and divided into batches of 10 samples each to ensure that every batch had samples
with different lexical complexity. Additionally, we split batches into 12 task pools
with 30 batches each, except for the last one with 7 batches. Every batch was shown
to 10 distinct annotators, so that every word with a corresponding context was
evaluated 10 times. We selected assessors from Russia, Ukraine, Belarus and
Kazakhstan to introduce speakers with different language skills. A more detailed
information about their native language and experience of using Russian could be
useful, but unfortunately we were not able to collect such data from the
crowdsourcing platform (Yandex.Toloka). To filter assessors with reliable
assessments and to gather various opinions, we used the following automatic rules:

e Limited daily earnings: if the assessor completed five tasks per day, he (she)
would be suspended for 24 hours;

e The number of skipped assignments: if the assessor skipped more than two
assignments in a row, he (she) would be banned for three days;

e Captcha: if at least three out of five last captchas were not recognized, the
assessor would be banned for seven days;

e Limit on response time: if at least two out of five latest assignments were
completed in less than 15 seconds, the assessor would be banned for seven days;

e Majority vote: if more than five out of the last ten assignments were
completed with responses different from the majority (minimum five similar
responses), the assessor would be banned for seven days.

We selected the top 10% of the available assessors and paid 10 cents for each
evaluated batch. All the gathered evaluations were transformed into [0,1] range and
averaged per sample. Examples of words in a context, corresponding complexities
and score variance are listed in Table 1 above.

3 In Russian we use the descriptor “Cpennss cmoxnocts” (moderate, medium) that better
corresponds to the original descriptor “Neutral”.
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Table 1. Samples from corpus; target words are in bold type

Samples Complexity | Variance
Mpwv BbIXOAE VX U3 NyaeincKol CMHarorv s3biYHMKM NPOCUIN UX TOBOPUTL 0.075 0.11
0 TOM e B cnegytouyto cyb6oty. (And when the Jews were gone out of
the synagogue, the Gentiles besought that these words might be preached
to them the next sabbath).
Mowceli BecbMa O0ropumaca u ckasan Focnogy: He obpaluait 3opa Teoero 0.28 0.175
Ha NPUHOLLEHMNEe UX; A He B3AN HU Y OAHOr0 U3 HUX OCNA U He caenan 3na
HU ogHomy M3 Hux. (And Moses was very wroth, and said unto the Lord,
Respect not thou their offering: | have not taken one ass from them,
neither have | hurt one of them).
HuKakoe rHui0e CNoBO Aia He UCXOAUT U3 YCT BallMX, a TO/IbKO Aobpoe ana 0.4 0.19
Ha3udaHusA B Bepe, fabbl OHO focTaBaANo 6aaroaaTh caywamwmm. (Let
no corrupt communication proceed out of your mouth, but that which is
good to the use of edifying, that it may minister grace unto the hearers).
Ycnbiwae 06 3Tom, Bce bbiBliMe B HawHe CMxeMcKol ywnu B HalwHio 0.63 0.26
kanuwja Baan-Bepuda. (And when all the men of the tower of Shechem
heard that, they entered into an hold of the house of the god Berith).

It took 60.4 seconds on average to annotate one batch of samples and
135 assessors on average to complete the task pool. Each assessor annotated
2.19 batches of samples. We did not use any training or control tasks due to the
following reasons: 1) the evaluation of lexical complexity is subjective and depends
on various factors, such as education, occupation, overall erudition, age (some
modern words might be more familiar to a younger audience), and language
proficiency (in our research we also included annotations gathered from non-native
speakers); thus we cannot reliably provide “correct” answers for tasks to estimate
one’s accuracy; 2) the use of averaged or majority’s answers as ground truth could
narrow down the amount of available assessors to those who have similar views on
lexical complexities of different words; therefore, we would not be able to estimate
the true distribution of lexical complexities performed by people with different
background.

4. Analysis

We conducted the distribution analysis of the obtained lexical complexities by
estimating their distribution and connection with the word frequency. Figure 1
contains histograms of lexical complexity scores from (Shardlow 2020: 57-62) and
our work.

It can be observed that there was a median complexity score equal to 0.225
(denoted as a vertical blue dashed line), wherein the majority of given evaluations
are equal to either “Very easy” or “Easy”, according to the aforementioned scale.
This is consistent with the well known dependency between lexical complexity and
word frequency; uncommon words tend to have a higher complexity; therefore,
truly rare and difficult words are harder to obtain and less likely to fit in our
frequency ranges.
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Figure 1. Lexical complexity scores distribution for words selected from King James Bible
and Russian Synodal Bible
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We also noticed a non-linear dependency between lexical complexity and word
frequency; an estimated lexical complexity remains mostly the same almost among
all frequency ranges, but starts to rise when close to the lowest frequencies. Indeed,
the Pearson correlation between lexical complexity and word frequency is
moderately low (rr = —0.32), albeit significant. Additionally, we observed a weak
positive correlation between lexical complexity and word length: r, = 0.14.
A similar dependency can be observed for the CompLex dataset with a weak
negative correlation between lexical complexity and word frequency (ry = —0.24)
and slightly stronger positive correlation between lexical complexity and word
length (r,, = 0.28).

Figures 2 and 3 contain randomly sampled subsets of the corpuses that
illustrate such phenomena; the x-axis is depicted in log-scale, lexical complexities
are averaged per lemma. This shows that lexical complexity depends on other word
features as well, such as length, number of syllables, morphological structure,
context, meaning ambiguity, etc.

We also noticed a dependency between word’s frequency and variance of
lexical complexity scores from different annotators. Figure 3 illustrates this
observation, i.e., the variance of complexity scores within certain frequency ranges
decreases as range boundaries increase. These results can be explained by the
following reason — the less frequent (and, hence, more complex) a word is, the fewer
annotators are familiar with it, which translates into higher complexity scores from
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annotators who are unfamiliar with the meaning of the word or unable to derive it
from the context. But we did not observe the same dependency for the CompLex
dataset as shown in Figure 4.
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Table 2. The result of linear regression on handcrafted features (HC),
Fasttext and ELMo embeddings and concatenated features

Handcrafted Fasttext ELMo Fasttext+HC | ELMo+HC
MAE 0.102 0.084 0.099 0.084 0.099
Pearson correlation 0.342 0.614 0.498 0.619 0.501

Table 3. Pearson correlation between handcrafted features

Frequency Word length Number of syllables
Frequency 1 -0.206 -0.172
Word length -0.206 1 0.819
Number of syllables -0.172 0.819 1

5. Experiments

To investigate how simple features, such as word frequency and its length,
affect lexical complexity, we created a simple baseline. For comparison with
CompLex, we selected a linear regression as our model with the following three
features: (i) word length, (i1) word frequency according to Lyashevskaya’s
dictionary and (iii) number of syllables. These features were mentioned by
(Shardlow 2020: 57—-62) as hand-crafted (HC) features. On target words from the
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Complex, linear regression achieved Mean Absolute Error of 0.0888 (for the same
set of features). In Table 3, we provide the pairwise correlations between the three
HC features in our dataset. In addition, we fitted linear regression using fastText
and ELMo embeddings — N-dimensional vector representations of words trained on
a large unannotated corpus (Bojanowski 2017: 135-146, Peters 2018: 2227-2237).

FastText embeddings were pretrained on the joint Russian Wikipedia and
Lenta.ru corpora; ELMo embeddings were pretrained on the Russian WMT-News
corpora; both were taken from DeepPavlov repository (Burtsev M. 2018: 122—-127).
In our case, we used 300-dimensional embeddings from fastText and
1024-dimensional embeddings from ELMo. For a complete comparison we
concatenated embeddings and handcrafted features and applied linear regression as
well. As evaluation metrics, we selected Mean Absolute Error and Pearson
correlation. Final results were averaged using 10-fold cross-validation.

6. Discussion

The main novel contribution of the work is a new dataset for word-level
complexity evaluation in Russian. At present we are not aware of any other
resources with a comparable size or coverage. We claim that the dataset also has a
comparable quality to its English counterpart. This claim can be supported by a
comparison of the complexity scores distribution and the experiments we carried
out with the baseline models for lexical complexity prediction. Indeed, this was
expected because we applied the same principles to collect and label the data, which
led to very similar results. For instance, Figures 4 and 5 illustrate similar behavior
for variance of complexity scores, which decay when the word frequency grows.
Moreover, experiments with the linear regression model trained on the similar
feature sets show similar results (Table 2): on the English dataset MAE value for
hand-crafted features was 0.089, while for Russian it is 0.100; training with word
embeddings as features provides almost identical results.

Despite these positive findings, we need to mention a few substantial
differences between Russian and English datasets. First, complexity score
histograms for Russian and English are shifted relative to each other (see Fig. 1);
overall, the Russian version contains simpler words. Second, the correlation
between word frequency and complexity in the Russian dataset (—0.32) differs from
its English counterpart, wherein the correlation coefficient is slightly weaker
(—0.24). This histogram shift and the discrepancy in correlation coefficients can be
explained by the fact that the King James Bible was published long before the
Russian Synodal edition of the Bible and contains more deprecated words and
expressions compared to the Russian edition. Hence, the Russian data have simpler
labels than the English data.

Our dataset has a few limitations, including a coverage restricted to a single
domain (Bible texts) and only single words, without multi-word expressions. We
are aiming to overcome the first limitation in our future work, as the methodology
that we made use of is already well-studied and has proved to be successful. The
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second limitation (lack of MWEs) seems to be important, but less urgent. The LCP-
2021 evaluation shows that thye prediction of single word complexity in a context
is harder than the MWE complexity prediction.

7. Conclusion

In this paper, we presented a novel dataset for predicting lexical complexity in
the Russian language. The dataset has 931 distinct words that occurred within
3,364 different contexts. It was labeled using a crowdsourcing platform (Yandex
Toloka). During data collection and labeling we followed a well-studied
methodology previously applied in English. We compared our dataset with its
English counterpart by two means: 1) we analyzed statistical properties of both
datasets; 2) we trained a linear regression model on Russian data and compared its
outcomes to its English analog. We found a few discrepancies between datasets
which are viewed as potential targets of our further investigation. In our future
experiments with the dataset, we expect to develop better models and study
extensive feature sets for predicting lexical complexity, which might be important
in a broader context of text and discourse complexity studies, as well as the
development of automatic complexity analyzers (Solnyshkina et al. 2022).
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