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Abstract 
The paper deals with the degree to which interpreters incorporate visible behaviors from the people 
they are interpreting into their own practice. Since metaphoric gestures objectify abstract concepts 
in visible form, it is worth exploring the degree to which interpreters replicate such gestures of those 
whose speech they are interpreting; this can indicate how much they are employing the original 
speakers’ mental imagery connected with those abstract concepts. This imagery for the source 
domain of the metaphor ranges from highly iconic (high metaphoric) to low in iconicity (low 
metaphoric). The hypothesis is that interpreters use low metaphoric gestures rather than high 
metaphoric ones, due to the discourse type (interpreted speech). We performed formal visual and 
semantic analyses of ten-minute videos of interpreting a scientific lecture for the general public on 
a psychological topic from English into Russian. First, we analyzed the functions of the gestures in 
the source videos to identify metaphorically used gestures (e.g., depicting abstract ideas); then we 
studied the functions of the interpreters’ gestures. The results indicate a predominance of low-level, 
schematic metaphoricity in the interpreters’ gestures (e.g., simple ontological metaphors, as if 
presenting ideas on the open hand). Such results might be explained by the time pressure which 
leads to a decrease in mental imagery of the interpreters. We see a difference between the known 
role of gestures when speakers are formulating their own ideas (in thinking for speaking) and their 
role in simultaneous interpreting (when speakers are rendering others’ ideas, rather than forming 
their own ones). 
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Аннотация 
В статье рассматривается специфика проявления метафоры на невербальном уровне при  
осуществлении синхронного перевода. Анализируется отражение метафоры в мануальных 
жестах синхронного переводчика, а также сравнивается жестовое поведение переводчика с 
невербальным поведением говорящего на видео, которое предъявлялось для осуществления 
синхронного перевода, чтобы выявить, влияют ли жесты, используемые спикером в видео-
источнике, на жестовое поведение переводчиков-синхронистов. В процессе исследования 
был применен формальный визуальный и семантический анализ 10 видео синхронного  
перевода научно-популярной лекции на тему психологии с английского языка на русский; 
продолжительность каждого видео составила около 10 минут. Анализ корпуса проводился в 
два этапа. Сначала были проанализированы функции жестов говорящего на видео, предъяв-
ляемого в качестве стимульного материала, для определения проявлений метафоры в жесто-
вом поведении выступающего (например, при описании абстрактной идеи). Далее такие  
проявления были выявлены и в жестовом поведении переводчиков. Затем были проанализи-
рованы функции жестов, используемых переводчиками-синхронистами. Результаты исследо-
вания показывают превалирование схематических метафор в жестах переводчиков (как, 
например, простых онтологических метафор, воплощаемых в форме представления  
описываемой идеи на открытой руке). Данные результаты могут объясняться нехваткой  
времени при осуществлении перевода, что ведет к снижению ментальной репрезентации  
в мануальных жестах. Был сделан вывод о различии в роли жестов при формулировании  
собственных идей и их использовании в процессе синхронного перевода.  
Ключевые слова: синхронный перевод, жесты, выражение идеи, ментальная репрезента-
ция, иконичность  
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1. Introduction 

Human communication has been regarded as something more than purely 
speech production for quite a long period of time. As part of the process of speaking, 
people normally not only produce sounds, which then form meaningful units, but 
also make movements which also bear meaning and add to the communication 
process. Such movements are known as co-speech gestures and their role in 
people’s language production has been a subject of debate. There are different 
points of view, as there is evidence that such gestures not only help create meaning 
but also help others to understand what is being said. Some scholars state that 
gestures are used in order to support the verbal context (Drijvers & Özyürek 2017), 
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give extra information, clarify, and focus the attention of the interlocuters on some 
points, etc. (Dargue et al. 2019, Goldin-Meadow & Alibali 2013, Hilliard & Cook 
2016, Hostetter 2011, Melinger & Levelt 2004). However, other researchers 
highlight the ability of gestures to help with speech production, which makes them 
important for the speaker. For example, gestures are used by blind speakers in front 
of other blind speakers (Iverson & Goldin-Meadow 1998) or when speaking on the 
phone (Wei 2006). There are also claims that it is likely that gestures were the first 
form of communication, before spoken, verbal language, language appeared 
(Corballis 2012). Gestures are used across all cultures and languages. They are one 
of the first means that babies use to communicate with people around them before 
they learn how to speak. 

As gestures are a part of our natural speech and communication processes, they 
are not unique for each person. Many gestures are repeated in different contexts by 
different people. However, some gestures are more complex than others. Gestures 
which entail some form of metaphor are inherently depicting some entity, process, 
or relation, and in this regard, they are commonly more complex in form (see, for 
example, Cienki & Müller 2008) than gestures serving common pragmatic and 
interactive functions (as described in Bavelas et al. 1992, for example). The 
research question is: if the same information is being presented in different contexts 
(i.e., by the speaker in the source video and by the interpreters during their 
performance), will that influence gesture production? There is evidence, for 
example, that when one sees a person telling a story, one is likely to use the same 
words and gestures when retelling the story later as the original speaker did (Cassell 
et al. 1999, McNeill et al. 1994). We suppose that there is a possibility of gesture 
mirroring during the process of interpreting, i.e., the participants are affected by the 
nonverbal behavior of a speaker whom they see on the screen and repeat gestures 
after the speaker. 

 
2. Metaphor and gesture 

The notion of metaphor and its nature have been discussed in linguistics and 
other fields for decades. Metaphor can be described as a conceptual mapping from 
one domain to another (Lakoff 1993). Conceptual Metaphor Theory is an approach 
where metaphor is viewed as being based on connections and similarities between 
two domains of knowledge or experience, which can even be reflected in manual 
movements (involving depiction of imagery). Thus, language is not the only 
modality where metaphor can be represented: metaphorical expressions can also be 
realized in a non-verbal modality (Cienki & Müller 2008). According to Jakobson, 
metaphor and metonymy are cognitive and semiotic strategies that play an 
important role in structuring both verbal and non-verbal messages (Jakobson 1956, 
1987).  

A multimodal metaphor involves cases when the source and target of the 
metaphor are represented in different modes (Forceville 2009). Embodiment of a 
source domain of such a conceptual metaphor does not represent a random 
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movement, but rather it usually involves recurrent forms and form-meaning 
mappings (Calbris 2003, 1998, 2005, McNeill 1992, 2005, Mittelberg 2006, Müller 
2008, Tong 2023).  

When discussing metaphor in gesture, it is also of importance to mention the 
notion of metonymy. Metaphor and metonymy represent cognitive processes of 
conceptualization and association which are implemented in different forms: verbal 
and non-verbal. From this theoretical perspective, cognitive linguists debate about 
the differences between metaphor and metonymy. Whereas metaphor is grounded 
on cross-domain mappings, metonymy is based on the mappings from within the 
same domain (Barcelona 2000). Following Mittelberg and Waugh we assume that 
metonymy leads the way to metaphor: metonymic mapping between a hand 
movement and a described imaginary object is a prerequisite for the metaphorical 
mapping between the object and the abstract idea (Mittelberg & Waugh 2009). 

Gestures co-occur with speech simultaneously or can anticipate, or even 
sometimes follow, the verbal output (a word or an utterance). Many verbal 
concepts, whether abstract or concrete, can be embodied in gestures, particularly 
metaphoric ones. For our study, we will follow the definition of metaphoric gestures 
introduced by Cienki and Müller: “…metaphoric gestures… [are] the ones which 
have the potential to engage an active cross-domain mapping, that is, the cognitive 
process of understanding something in terms of something else” (Cienki & Müller 
2008: 485–486).  

Co-speech gestures are present in all types of contexts and discourse. In the 
current study we explore gestures and their role in simultaneous interpreting (SI). 
SI entails decoding information from a source language and rendering it as quickly 
as possible in a target language. This means that several mental processes are active 
simultaneously, namely attention, perception, reasoning, and working memory 
(Dayter 2020, Gósy 2007). The Cognitive Load Model (Seeber 2011) and Effort 
Model (Gile 2009) portray SI as a process which includes four tasks: 
comprehension, language production, memory storage, and coordination. In order 
to complete all these tasks completely one needs to keep them in balance and to 
reduce cognitive overload. To do that, interpreters can use gestures, as they are 
regarded to be one of the means to deal with stress and cognitive load (Poyatos 
1987/2002). For example, Kita et al. (2017) state that hand gestures have a self-
oriented function, as they help people with the process of conceptualization, 
especially if it involves spatial concepts. In addition, gestures of speakers from 
source texts are also important for SI. In one of his works, Seeber describes how 
interpreters use gestures to search for additional information when it can be 
expressed via body or hand movements of the speaker (Seeber 2012, 2017).  

The present work will concentrate on metaphoric co-speech gestures, as we 
regard them an important part of SI that can give an insight into the cognitive 
processes involved in the interpreting. The mapping of the domains reflected in the 
combination of movement, the shape of the hands, and the speech might help with 
processes of conceptualization which can influence and improve the interpreting. 
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3. Data and methods 

3.1. The video data and methodology 

To conduct our experiment, a special setting was created which allowed us to 
put the participants in conditions similar to what they experience during interpreting 
at work. For that, an interpreting booth was recreated in the laboratory where the 
experiment was filmed. To recreate such a booth, we used a table, a computer screen 
and a large projector screen put in front of the table which blocked the view of the 
rest of the room. To film the interpreting process, we used two cameras. A wide-
angle camera was put in front of the interpreters under the computer screen and a 
large professional camera with a microphone was standing on a tripod behind the 
interpreter, to the right. Such camera positioning was used during previous stages 
of this study and proved to be the best way of filming the participants’ behavior as 
it allows one to see nearly all hand gestures and other body movements very clearly 
and precisely. In addition, each interpreter wore eye-tracking glasses (Tobii Pro 
Glasses II) while completing the interpreting task. These glasses were used to track 
the eye movement of the participants when they were looking at the computer 
screen in front of them and they have a built-in camera which showed another angle, 
i.e., the speaker’s perspective while engaged in the interpreting.  

Ten videos of interpreting from English into Russian (ten minutes each) were 
analyzed (100 minutes in total) for the use of gesture, in addition to the ten-minute 
source video. 

The experiment included several steps. During the very first stage the 
participants received a vocabulary list several days before the experiment in order 
to prepare for the interpreting session. The second stage was filming, during which 
the participants came to the laboratory, signed an informed consent agreement and 
then were asked to take a seat in the improvised booth. We asked them not to take 
anything with them for the purposes of the experiment so that they would not be 
distracted by any objects. In addition, the lack of a paper and a pen to write down 
words and numbers increased the cognitive load experienced during the process, 
and one of the aims of our study was to see how the interpreters would handle an 
increased cognitive load. Then, the participants performed the interpreting of two 
ten-minute popular science videos about psychology and psychological disorders, 
with one video involving a high number of gestures by the speaker (373) and the 
other in which the speaker gestured much less (90 gestures). For this analysis, we 
used the interpretations of the source video in which the lecturer produced a large 
number of gestures. 

After filming, the videos from the three cameras used were joined to create one 
composite video using the program Adobe Premiere Pro. The final version was then 
put into a special software for annotating speech and gesture in audiovisual 
recordings: ELAN (https://archive.mpi.nl/tla/elan). The annotation was done with 
tiers that can be created in the program (see Figure 1). The following tiers were 
taken into account in the current study: the speech, in which we annotated what the 
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participants were saying; the source text, which included the speech of the speaker 
from the video; gesture phrases, which was used to annotate hand movements of 
the participants and categorize them into sub-tiers (adapter, pragmatic, 
representational, deictic) and comments in which special cases or questions were 
marked by the annotators.  

 

 

Figure 1. An example of annotation of the source video in ELAN 
 

 
 

Figure 2. An example of annotation of the target video data in ELAN 

 
To explore the question of metaphoric gesture mirroring, we annotated 

gestures both in the source (Figure 1) and target videos (Figure 2). After that, we 
extracted tiers with representational and pragmatic gestures from the source video 
and inserted them into ELAN files with the analysis of the interpreting to identify 
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cases of gesture overlap. Only those cases when the speaker’s gestures started 
before those of the participants were counted (the overlapping in the beginning of 
the participants’ gestures), as the interpreters need to see at least the beginning of a 
gesture in order to be able to repeat it.  

 
3.2. Metaphoric properties of gestures 

Gestures were analyzed per their form (Bressem 2013) and function. In the 
current study we followed the idea that gestures can be polysemantic in nature, i.e., 
that one gesture may serve not one, but several functions in speech simultaneously 
(Calbris 2011, Kok et al. 2015). There are four main categories that we used: 
pragmatic, representational, deictic gestures and adapters.  

Pragmatic gestures are hand movements that have discourse-related properties, 
in order to engage in word searches, highlight or structure some parts of discourse, 
etc. (Dressel 2020, Fricke 2013, Ladewig 2014, Streeck 2009a). They can be also 
used when one expresses an attitude or evaluates the topic of the speech. 
Representational gestures convey semantic meaning by the form and/or movement 
of the hand(s). Such gestures share some physical properties of their referent 
(Müller 2014). Deictic gestures are used to create vectors to show the direction or 
location of some notion in space (Fricke 2002). Adapters are gestures without any 
semantic function. They are movements like rubbing one’s own hands, scratching, 
adjusting one’s clothes, etc. 

In this article we regard only gestures with different levels of metaphoricity; 
for this reason, we explore only two major categories: representational and 
pragmatic gestures. As it was mentioned above, adapters do not involve any 
semantics, thus, they cannot form metaphors. Deictic gestures are regarded as 
instruments to create vectors and show locations, and for this reason they were also 
excluded from the analysis.  

Each category has several subcategories. Representational gestures were 
divided into five subcategories, using an adaptation of Müller’s (1998, 2014) modes 
of representation: holding, molding, acting, embodying and tracing. Pragmatic 
gestures were divided into six subcategories: discourse structuring, emphatic, 
contact establishing, expressing attitude, negation and word search. The forms are 
illustrated in the following examples. 

Holding and molding gestures are used to describe the shape/boundaries of 
some object/notion and usually include some tension in the hand that is used for 
depiction (cf. Streeck’s [2009b, Ch. 6] category of ‘handling’). As can be seen in 
Figure 3, the participant is using her left hand to show the abstract notion of “no 
connection”/ “нет связи” by holding her left hand up, palm up, and fingers a bit 
crooked, as if the notion were in her hand.  

Acting gestures are used to show some action/movement/process with one’s 
hand (cf. Streeck’s [2009b, Ch. 6] category of mimesis, depicting action). For 
instance, the interpreter in Figure 4 is using her hands to show the process of 
opening files, by turning her palms outward.  
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«… (нет) связи» / “… (no) connection” 
 

Figure 3. Holding gesture 

 

 

«… мы открываем файл…» / “…we open the file…” 
 

Figure 4. Acting gesture 

 
Embodying gestures represent objects/notions as if the speaker’s hands were 

the given entity being mentioned. As it is shown in Figure 5, the interpreter is 
showing two categories, and these categories are represented via her two open 
hands, palm down. The distinction from the acting mode, described above, is 
determined in relation to the speech. In Figure 5, the interpreter is not talking about 
touching (which could be done with open hands), and the hand shape and movement 
are not iconically related to the verb mentioned (“divided”); rather, the two hands 
are held in the air with some effort (with tension in the extended fingers, and with 
hands elevated above the table) when mentioning “two categories”. 
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«… делится на две категории…» / “… is divided into two categories…” 
 

Figure 5. Embodying gesture 

 
Tracing is used to outline an object/notion and show its shape or a path of 

movement. As it can be seen in Figure 6, when the interpreter is showing the degree, 
he puts his hand lower. 
 

 

«… насколько далеко они должны быть…» / «… how far they are supposed to be….” 
 

Figure 6. Tracing gesture 

 
Pragmatic discourse structuring gestures have several forms, e.g., palms 

opposite each other, palms up away the body, etc. The main idea is that a part of 
discourse is being represented or manipulated in gesture (cf. Streeck’s [2009b,  
Ch. 8] gesture function called ‘speech handling’) rather than some notion or object 
and its form (as in Figure 7).  

Emphatic gestures are simple biphasic (back and forth) beat movements that 
do not add any semantic information to the speech (see Figure 8). 
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«… простой…» / “… simple…” 
 

Figure 7. Discourse structuring gesture 

 

 
 

«Давайте / “Let’s 
 

запишем» / write it down” 
 

Figure 8. Emphatic gesture 

 
Negation gestures usually have the ‘away’ movement in them, as if a speaker 

brushes off the information (Гришина 2015, Bressem & Müller 2014, Harrison 
2014, Kendon 2004). In Figure 9, the participant is moving his left hand away from 
his body, palm down, when using the negation particle ‘not’. 

Word search gestures are used when one is in the ‘tip-of-the-tongue’ state and 
stimulates the process of lexical retrieval by using gestures (e.g., with “motor 
gestures”: “simple, repetitive, rhythmic movements that bear no obvious relation to 
the semantic content of the accompanying speech” [Krauss et al. 2000: 263]). In 
Figure 10, the participant is moving his right hand from side to side while searching 
for the correct equivalent in the target language. 
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«… когда это уже больше не нужно» / “… when it’s not necessary anymore” 
 

Figure 9. Negation gesture 

 

 

«… некоторые эээ элементы должны сохраняться» / “… some ehm elements should be kept” 
 

Figure 10. Word search gesture 

 
In this article we also divide gestures according to their metaphoric properties, 

i.e., that they metaphorically represent something in addition to the speech. There 
are two categories that we highlight: high metaphoric gestures and low metaphoric 
gestures. High metaphoric gestures are representational ones clearly involving at 
least one of the modes of representation: holding, molding, acting, embodying, and 
tracing. Low metaphoric are pragmatic gestures with one of the following 
functions: discourse structuring, negation, or word search. 

We regard all representational gestures affiliated with verbal expression of 
abstract concepts as high metaphoric gestures as they involve comparison of the 
abstract ideas being verbalized with some physical forms depicted gesturally. This 
can be seen, for example, in the form of the handshape, the use of the hands to show 
borders (holding, molding, embodying, tracing) or via the hands’ movement 
(acting). In McNeill’s classification system, representational gestures are divided 
into iconic gestures, which depict physical properties of an object, and metaphoric 
gestures which shape abstract ideas into some concrete form. However, the author 
also states that iconicity, metaphoricity, deixis and temporal highlighting should be 



Anna V. Leonteva et al. 2023. Russian Journal of Linguistics 27 (4). 820–842 

831 

regarded as different dimensions of one gesture rather than as mutually exclusive 
categories (McNeill 2005).  

Low metaphoric gestures are regarded as such because of their vague 
resemblance to some process or notion that they possess in their form and/or 
semantics. For example, discourse structuring gestures are usually formed with two 
hands opposite each other, as if the speaker is shaping some parts of their discourse, 
presenting it to the listeners. The idea of presentation through holding discourse in 
one’s hand gives such gestures metaphorical properties (Lapaire 2016, Müller 
2004). In many European languages, gestures expressing negation involve 
movements of the hand with the palm facing away from the speaker (Bressem & 
Müller 2014). The idea of moving the concept that the speaker does not agree with 
away from him/her is regarded as entailing metaphor because the idea is not a 
physical object which can be moved. The last category, word search gestures, 
entails circular movements that bear the idea of a repeated movement, a thought in 
process, which stops when the correct word is found and uttered. Such categories 
of pragmatic gestures as emphatic, contact establishing and expressing attitude are 
not regarded as metaphorical at all, though they are still important for the purposes 
of the study as will be discussed below. 

The idea of the greater or lesser resemblance of the hands with the source 
notion creates a metaphoric property in the types of gestures discussed above. In 
the current paper we explore if such gestures are numerous in interpreters’ speech 
and whether their use can be traced back to the original lecturer’s gestures.  

In the example illustrated in Figure 11 we can see that the speaker in the source 
video explains the specifics of our memory and how we can get access to it. While 
describing the idea, the lecturer uses representational gestures with a holding 
function: first she performs the gesture using two hands and then switches to her 
right hand while uttering “…access to the content of those memories”. The 
representational gestures are used by the speaker to describe different abstract 
notions, e.g., “access”, “content of those memories”. If we analyze the conduct of 
the simultaneous interpreter while translating this idea, we can observe that:  
1) while describing the state (“We are often even unconscious”) the participant uses 
a pragmatic gesture which serves the function of “Expressing attitude”; 2) in the 
utterances “…that this memory…” and “…that we have those memories” the 
interpreter switches smoothly to a representational gesture with a holding function. 
As we can see, both the speaker in the video and the interpreter use representational 
and pragmatic gestures while describing abstract notions. In this case, it is 
interesting to note that the interpreter uses a representational gesture which is 
similar in its function to the one performed by the speaker. 

The hypothesis of the current study is as following: the interpreters will mostly 
use low metaphoric gestures rather than high metaphoric, as this type of discourse 
involves explanation of an abstract topic, which will influence their nonverbal 
behavior. The results of the analysis conducted to test it are presented below.  
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Source video 

     

“(we often don’t) have conscious  access  to the content of those 
memories” 

 
Simultaneous interpreter 

   

«Мы часто даже  
не осознаем,» / “We are 
often even unconscious…” 

«… что эта память… » /  
“… that this memory…” 

«… что эти воспоминания у нас 
есть» / “… that we have those 

memories” 

Figure 11. Comparison of source and target gestures 

 
4. Results 

The analysis of the source video (the stimulus for the interpreting) showed that 
the speaker in that video used many gestures, namely 373 gesture phrases in total. 
The comparison between the use of pragmatic and representational gestures shows 
the predominance of the first type: 237 vs 100 (Table 1). Such results might be 
dictated by the topic and the content of the speech, as the speaker explains terms 
and some scientific facts to the public, thus there is a tendency to organize the 
speech or to emphasize its parts. This claim is also supported by the fact that there 
is a predominance of pragmatic discourse structuring and representational holding 
gestures. 
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Table 1. Gestures in the source video 
 

Representational gestures  Pragmatic gestures 

holding  57  discourse structuring  121 

molding  11  emphatic  65 

acting  20  contact establishing  19 

embodying  12  expressing attitude  21 

tracing  0  negation  8 

    word search   3 

 

 
 

Figure 12. Gestures in the source video 
 

 
 

Figure 13. Gestures during interpreting 

 
The analysis of the interpreters’ nonverbal behavior showed that in total they 

used 644 pragmatic and 105 representational gesture phrases. The results support our 
hypothesis that interpreters tend to use pragmatic gestures with low metaphoric 
potential. As we can see, the amount of representational gestures is even lower, 
proportionally, in comparison to the amount used in the target video (Figures 12, 13). 
That might be explained by the fact that the interpreters are to translate someone 
else’s speech rather than produce their own discourse aimed at explaining things to 
the audience. Thus, they use gestures in order to structure their interpreting rather 
than using gestures aimed at illustrating their own notions or ideas. 

0 50 100 150 200 250

Pragmatic

Representational

0 100 200 300 400 500 600 700

Pragmatic

Representational
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Comparing the analysis of the source video to that of the interpreters’ behavior, 
the results show that the interpreters tended to use pragmatic gestures even when 
they saw representational gestures on the screen. As we can see from the Table 2 
(see below), many times when the original lecturer used gestures of high 
metaphoricity, the interpreter used gestures with low metaphoricity (for discourse 
presenting) or with no metaphoricity at all (emphatic gestures). On the other hand, 
there are also a number of occasions when the interpreters used representational 
gestures despite the fact that the original speaker was performing pragmatic 
gestures (38 cases). In most cases, however, the participants used gestures similar 
to those of the person on the screen.  

 
Table 2. Gesture overlap 

 

  Speaker 

Representational  Pragmatic 

hold   mold   act  mbdy  trace  disc  emph cont  attit  neg  wrd srch  Total 

In
te
rp
re
te
r 

R
e
p
re
se
n
ta
ti
o hold  3  0  3  1  1  2  5  2  0  1  0  18 

mold  1  0  0  0  0  1  2  0  0  0  0  4 

act  2  0  2  0  0  7  3  1  0  1  0  16 

mbdy  2  0  1  1  0  1  4  1  0  0  0  10 

trace  0  0  0  0  0  4  2  0  2  0  0  8 

P
ra
gm

at
ic
 

disc  22  2  6  5  0  44  18  10  5  0  0  112 

emph  22  3  7  10  0  29  42  6  4  3  3  129 

cont  1  0  1  0  0  2  2  0  0  2  0  8 

attit  3  0  1  0  0  4  0  0  1  1  0  10 

neg  2  0  1  0  0  1  3  0  0  2  0  9 

wrd srch  2  1  0  0  0  7  3  0  0  0  0  13 

  TOTAL  60  6  22 17  1  102 84  20  12  10  3  337 

 

The analysis of each participant and their gesture profile reveals that though 
the number of gestures is different for each participant, there is a strong tendency 
to use pragmatic gestures over representational ones, as can be seen in the 
Appendix. Table 2 shows the results of pragmatic and representational gestures 
used without considering the correlation with gestures from the source video. As it 
can be observed, the use of gestures with high metaphoricity is scarce. The 
interpreters prefer gestures with low metaphoricity or without any metaphorical 
qualities at all. 

 
5. Discussion 

The analysis of 10 videos of participants interpreting a video lecture from 
English into Russian showed a tendency toward using pragmatic gestures with low 
or no metaphoricity at all. These results might be influenced by the task, as the 
cognitive load that the participants’ experience might lead to the simplification of 
gestures. Representational gestures and their high metaphorical properties might be 
too difficult to produce immediately after the speaker, as such gestures are more 
complex in their form and require more cognitive resources than the participant can 
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use at the moment of interpreting. However, the results also showed some cases 
when the interpreters used representational gestures while the speaker was 
producing pragmatic ones. We assume that this could happen because such gestures 
were triggered by particular words or notions which were difficult to interpret and 
the participants used representational gestures to facilitate lexical retrieval 
(Morsella & Krauss 2004). Nevertheless, the interpreter does not have the time to 
absorb and process information in the same way as in experiments where listeners 
reported information after listening to a story and then produced gestures similar to 
those of the storyteller (Cassell et al. 1999, McNeill et al. 1994). In situations like 
those of the current study, however, the lack of time to absorb information could 
influence the kinds of mental representations or growth points (McNeill 1992, 2005, 
2013, McNeill & Duncan 2000) that interpreters employ, from which speech and 
gesture arise.  

Such results might also be influenced by another factor, which is the origin of 
the speech. The interpreting is neither speech nor thought that solely belongs to the 
interpreter, but it is someone else’s speech. Thus, interpreters might not concentrate 
on the content of the speech or the speaker’s behavior as much as on the 
interpreting, i.e., transferring information correctly from one language into another. 
This main task might be best accomplished when one is using gestures related to 
discourse, discourse structuring and emphasis, rather than representational gestures 
that correspond to separate notions or things. In this case, the use of a gesture can 
be dictated by the communicative intention rather than mental simulation (see The 
Sketch Model of speech and gesture production [de Ruiter 2000]). In addition, the 
analysis of the source video also revealed that the speaker predominantly used 
pragmatic gestures, especially those aimed at structuring discourse or emphasizing 
its parts. This predominance might be provoked by the type of discourse, as one of 
the primary aims of the talk was to share information and knowledge. In such 
situations people tend to use less complex or informative types of gestures 
(Gerwing & Bavelas 2004).  

The hypothesis was also supported by the analysis of the individual profiles of 
the interpreters, as the results showed that all participants but one used pragmatic 
gestures far more frequently. The only participant who used representational 
gestures more frequently did not have many hand movements in general (only 
8 gestures in total of the categories we coded). 

 
6. Conclusion 

The present study showed some peculiarities of gestural representation of 
metaphor performed by simultaneous interpreters. Usually, a simultaneous 
interpreter works in a special booth, thus there is normally no counterpart that sees 
their performance. That can have consequences for the behavior of interpreters, 
which is primarily aimed at lexical retrieval and speech production. The results of 
our research show that the simultaneous interpreters tended to use gestures with low 
or even no metaphorical properties. This can be explained in part by the settings of 
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their work, where the primary goal consists in producing the output which will 
represent the source text as well as possible. Given that SI is performed under severe 
time pressure, the interpreters mostly tend to use gestures for themselves, as 
opposed to producing them for an interlocutor (as there is no interlocutor present). 
This explains the predominance of pragmatic gestures, in particular discourse 
structuring and emphasizing gestures. Performing gestures normally involved in the 
presentation and emphasis of ideas may help the interpreter with their own speech 
production, regardless of the specific ideas that they are rendering at the moment 
(e.g., Cienki 2023, Lucero et al. 2014, Vilà-Giménez & Prieto 2020). It is different 
from producing gestures that relate to specific ideas involving particular imagery. 
This could explain why representational gestures with high metaphorical properties 
were not used that frequently; such depictive gestures demand more cognitive effort 
in order to engage with the specifics of the imagery being mapped from a 
metaphoric source domain. A problematic situation would appear, as the mental 
resources of the interpreters are already concentrated on a highly demanding 
cognitive task. Metaphoric imagery was thus found to be reduced in the gesturing 
of the interpreters studied in comparison with that used by the lecturer in the source 
video. This suggests a difference between the known role of gestures when speakers 
are formulating their own ideas (in thinking for speaking) and their role in 
simultaneous interpreting (when speakers are rendering others’ ideas, rather than 
forming their own). 

Further research will focus on the eye-tracking data that was collected. This 
might help us gain a better understanding of whether the metaphoric character of 
the interpreters’ gestures (high versus low) depends on the verbal context in which 
they are used or on their being triggered by what the participants see on the screen. 
The semantics of the lexical units used with metaphoric gestures by the original 
lecturers might have had an impact on how gestures are used by the participants, 
especially when they needed to interpret complex abstract notions.  
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Appendix 
 

Table 1. Individual profiles of the participants 
 

Participant  Pragmatic  N  Representational  N 

MH‐01M 

2301  31  2201  6 

2302  27  2202  1 

2304  4  2203  1 

2305  2  2204  2 

2306  5  2205  1 

TOTAL    69    11 

MH‐02M 

2301  37  2201  1 

2302  69  2203  1 

2303  1  2204  5 

2304  1  2205  2 

2305  3     

2306  1     

TOTAL    112    9 

HM‐03M 

2301  17  2201  4 

2302  26  2202  1 

2303  6  2203  6 

2304  7  2204  3 

2305  6  2205  1 

2306  10     

TOTAL    72    15 

MH‐04M 

2301  4  2201  1 

2302  3  2202  1 

2303  1  2203  1 

2306  3     

TOTAL    11    3 

HM‐05M 

2301  1  2201  2 

2302  39  2202  3 

2303  1  2203  3 

TOTAL    41    8 

HM‐06M 

2301  46  2203  1 

2302  12  2204  1 

2303  2     

2305  1     

TOTAL    61    2 

MH‐07M 

2301  18  2201  5 

2302  10  2204  1 

2303  1     

2304  9     

TOTAL    38    6 

HM‐08M 
2301  33  2201  8 

2302  52  2203  11 
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Participant  Pragmatic  N  Representational  N 

2304  2  2204  2 

2305  8  2205  5 

TOTAL    95    26 

HM‐09M 

2301  1  2201  1 

2302  1  2202  1 

2305  1  2203  2 

    2205  1 

TOTAL    3    5 

HM‐10M 

2301  41  2203  1 

2302  12  2204  1 

2303  1     

2304  1     

2305  1     

2306  3     

TOTAL    59    2 
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