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Abstract

Text complexity assessment is a challenging task requiring various linguistic aspects to be taken
into consideration. The complexity level of the text should correspond to the reader’s competence.
A too complicated text could be incomprehensible, whereas a too simple one could be boring. For
many years, simple features were used to assess readability, e.g. average length of words and
sentences or vocabulary variety. Thanks to the development of natural language processing methods,
the set of text parameters used for evaluating readability has expanded significantly. In recent years,
many articles have been published the authors of which investigated the contribution of various
lexical, morphological, and syntactic features to the readability level. Nevertheless, as the methods
and corpora are quite diverse, it may be hard to draw general conclusions as to the effectiveness of
linguistic information for evaluating text complexity due to the diversity of methods and corpora.
Moreover, a cross-lingual impact of different features on various datasets has not been investigated.
The purpose of this study is to conduct a large-scale comparison of features of different nature. We
experimentally assessed seven commonly used feature types (readability, traditional features,
morphological features, punctuation, syntax frequency, and topic modeling) on six corpora for text
complexity assessment in English and Russian employing four common machine learning models:
logistic regression, random forest, convolutional neural network and feedforward neural network.
One of the corpora, the corpus of fiction literature read by Russian school students, was constructed
for the experiment using a large-scale survey to ensure the objectivity of the labeling. We showed
which feature types can significantly improve the performance and analyzed their impact according
to the dataset characteristics, language, and data source.
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Hayynas craTpsa

CJ/102KHOCTBh TEKCTA U JIMHI'BUCTUYECKHUE NPpU3HAKHU:
KdK OHH COOTHOCATCA B pPYCCKOM A AHIJIMMCKOM sI3bIKaX

I.A. MOPO3OB! P4, A.B. TJTABKOBA?2", B.JI. AOMJIUH?

'Hosocubupcruii 2ocyoapcmeennviii ynusepcumem, Hogocubupck, Poccus
’Tiomencxkuii 2ocydapcmeennuiii yuugepcumem, Tiomens, Poccust
S Uncmumym pyccrozo asvika um. B. B. Bunozpadoséa PAH, Mockea, Poccus
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AHHOTAINA

ABTOMaTnuecKas OlleHKa YNTaOeIbHOCTH TEKCTa — aKTyasbHas M HelpocTas 3aja4a, KoTopas Tpe-
Oyer yu€ra pazHOOOpA3HBIX JMHIBHCTHYECKHUX (akTopoB. CIOKHOCTh TEKCTa JOJKHA COOTBET-
CTBOBATb YPOBHIO YHTATEJISA: CIHUIIKOM CI0KHBIN TEKCT OCTAHETCS HEMOHATHIM, CIUIIIKOM IIPOCTOMH
Oynet ckyuHbIM. McToprdecky U OLIEHKH YNTa0eIbHOCTH HCIOIB30BAICH TIPOCTHIE XapaKTepH-
CTHKU: CpeIHsIsl JUTHHA CJIOB M NIPE/IOKEHHH, pa3HooOpasue JieKCHKH. biiaronaps pa3Butuio Meto-
JIOB 0OpabOTKH €CTECTBEHHOTO sI3bIKa HAOOp HCMONB3YEMbBIX Ul OIEHKH MapaMeTpoB TEKCTa
CYIIECTBEHHO PACIIMPWIICS. 3a HOCIEIHHIE TObl OBUIO OMyOIMKOBAHO MHOKECTBO padoT, B KOTO-
PBIX UCCIIEIOBAICS BKJIA/L B CJIOKHOCTh TEKCTA PA3IMYHBIX JIEKCHYECKUX, MOP(OIIOTHIECKHX, CHH-
TaKCHYECKUX IMPHU3HAKOB. TeM He MeHee, MOCKOJIbKY HCIIOIb30BaHHbIE METOABI M KOPIYCHI T0-
BOJILHO Pa3sHOOOpa3Hbl, 3aTPYAHUTEIBHO JETIaTh 00NIMe BHIBOJBI 00 3((PEKTUBHOCTH Pa3INIHBIX
JIMHTBUCTHYECKUX XapaKTEPUCTUK TEKCTa. bojee Toro, He OBUIO MPOBEAEHO CPAaBHEHHE BIMSHUA
MIPU3HAKOB JUIS Pa3IMYHBIX S3BIKOB. L{e/1b0 HaCTOAIIEr0 UCCeI0BaHus SBIISETCS IPOBEICHNE Mac-
mTabHOTO CPaBHEHMS MPU3HAKOB PA3IMYHOTO XapakTepa. Mbl 3KCIIEPUMEHTAIBHO CPaBHUIIM CEMb
4acTO UCIOJIb3yEMBIX TUIIOB IPU3HAKOB (MHAEKCHI YUTA0EIbHOCTH, TPAANIIHOHHBIE, MOp(oJIornye-
CKHe, CHHTaKCH4eCKHe, TyHKTyallHOHHbIE, YaCTOTHBIE IPU3HAKU 1 TEMAaTHUECKOE MOJICITHPOBAHNE)
Ha MaTepuae TPEX PyCCKOS3BIYHBIX U TPEX aHTJIOS3BIYHBIX KOPITYCOB, C UCTIOIb30BAHUEM YETHIPEX
pacrpocTpaHEHHBIX AJITOPUTMOB MAITMHHOTO OOYYEHUS: JIOTUCTUYECKON PETPECCHH, CIyJIaifHOTO
jeca, CBEPTOYHOM HEHMPOHHOW CeTH M HEMPOHHOW ceTu ¢ MpsAMOMN CBs3b0. OJUH U3 KOPIIYyCOB —
KOPILYC XyJJOXKECTBEHHOH JINTEPATYPbI, YNTAEMOH POCCUHCKUMHU IIKOJIbHUKAMH, — OBIJI CO31aH IS
3TOTO 3KCIEPUMEHTa C MOMOIIBI0 MAcCIITaOHOTO Ompoca Al oOecnedeHns: 0ObEKTHBHOCTH pas-
MeTKHU. MBI I0Ka3aaH, Kakie TUIIbl IPU3HAKOB MOT'YT 3HAYUTEIbHO MOBBICUTH KAUECTBO MPOrHO3U-
POBaHMs, U IPOAHATNZUPOBAIN UX BIMSHHUE B 3aBUCHMOCTH OT XapaKTEPUCTHUK KOPITyca, €ro sA3bIKa
Y NCTOYHHKA TEKCTOB.

KniodeBble ClI0Ba: CI0JCHOCMb MeKCMa, MauwuHHoe o0yueHue, HelpoHHble cemu, KOPHYCHA
JIUH2BUCUKA
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1. Introduction

Text complexity is crucial for the comprehension process. Texts that are too
difficult may be hard to understand. In contrast, unnecessarily simple texts may
conflict with the reader's level of communicative skills. Hence, text complexity
assessment is an essential task that represents a major challenge for developing
natural language processing (NLP) tools. Text complexity can be expressed in
different ways, ranging from quantitative characteristics to semantic complexity
represented by text topics. Numerous studies have been published on evaluating
various features for text complexity assessment. The reported results were obtained
from text corpora of widely differing sizes and domains. Moreover, the authors used
different machine learning (ML) models and text representation techniques (Feng et
al. 2010, Ivanov et al. 2018, Cantos & Almela 2019, Isaeva & Sorokin 2020, Deutsch
et al. 2020, Glazkova et al. 2021, Martinc et al. 2021). This makes it complicated to
achieve an objective evaluation of the impact of different types of features.

The goal of this paper is to perform an extensive evaluation of seven feature
types for text complexity assessment that were frequently used in research on the
subject. The results allow us to make the text complexity analysis process more
defined and transparent. These findings have a broad spectrum of potential
applications in education and recommendation systems. We used the following
feature types: readability, traditional features, morphological features, punctuation,
syntax, frequency, and topic modeling. The features were evaluated on three
Russian and three English text complexity corpora and four ML models in order to
answer the following research questions (RQ).

e RQ1: How do different types of features affect the performance of
baselines?

e RQ2: s the impact of these feature types similar in English and Russian?

e RQ3: Do feature-enriched models outperform fine-tuned state-of-the-art
language models?

This paper is organized as follows. Section 2 contains a brief review of related
works. In Section 3, we introduce datasets and models utilized and provide some
short background on the feature types we use. Section 4 presents and discusses the
results. Section 5 concludes the paper.

2. Related Work
2.1. Readability: methods and approaches

The earliest approaches to automatic readability assessment, developed in the
second half of the 20" century, were intuitive, severely limited by the small number
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of existing natural language processing tools and the lack of computing power.
Most of these readability indices represented linear combinations of simple
features, such as average word or sentence length, the proportion of words in the
text with a large number of syllables, and the proportion of words included in
special lists of “simple” and “complex” words. A more detailed overview of these
algorithms is given, for example, by Cantos and Almela (2019).

These algorithms have become widespread in practical tasks, despite their
simplicity and seeming naivety. They are still in use in some spheres, including
government requirements for insurance, for example, in some US states such as
Connecticut (Chapter 699a. Readable language in insurance policies). At the same
time, it is quite clear that such simple mechanisms cannot give a reliable result,
especially in relation to fiction and poetry.

2.2. New possibilities: more features, more sophisticated models

The rapid development of NLP tools, including neural networks, has made it
possible to significantly expand the set of features and to improve the quality of the
text complexity assessment. Since the algorithm that solves this problem can be
widely used in application-oriented studies, many authors have analyzed the impact
of features of different nature (e.g. Feng et al. 2010, Ivanov et al. 2018, Cantos &
Almela 2019, Isaeva & Sorokin 2020, Deutsch et al. 2020, Glazkova et al. 2021).

The most intuitive way to noticeably improve the quality of the prediction,
which does not require serious modifications, is to use a combination of classical
algorithms. Cantos and Almela (2019) analyzed this approach on a corpus
containing excerpts from English-as-a-Foreign-Language textbooks. The presented
classifier is based on features from Flesch—Kincaid readability test (Kincaid et al.
1975), Coleman—Liau index (Coleman & Liau 1975), Automated readability (ARI)
index (Senter & Smith 1967), SMOG grade (McLaughlin 1969) and some other.
The precision of the constructed algorithm significantly outperforms separate
approaches.

At the same time, significant gains can be achieved using more abstract and
complex characteristics. Feng et al. (2010) analyzed the impact of various
categories of features on the complexity of the text, such as the number and density
of named entities, semantic chains, referential relations, language modeling,
syntactic dependencies, and morphology. Ivanov et al. (2018) considered 24 various
features. such as average sentence and word lengths, word frequencies,
morphological, and syntactic features on the Russian corpus.

The robustness of different features across various corpora with texts of
different languages, styles, and genres is also a challenging question. This issue was
partly solved by Isaeva and Sorokin (2020), who studied three groups of features,
namely, average lengths plus frequencies, morphological, and syntactic ones. The
experiments on three corpora of educational texts showed that there is a core of
features that are crucial for all texts: the average number of syllables per word, the
proportion of verbs in active voice among all words, the proportion of personal
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pronouns among all words, and the average syntax tree depth. Deutsch et al. (2020)
considered a few combinations of deep learning models with linguistically
motivated features in order to determine how much such a combination will
improve the quality of predictions.

As in many other areas of natural language processing, state-of-the-art results
can be achieved by fine-tuning Bidirectional Encoder Representations from
Transformers (BERT) presented by Devlin et al. (2019) and similar models.
Martinc et al. (2021) studied unsupervised and supervised approaches, comparing
BERT, Hierarchical attention networks, and Bidirectional Long short-term memory
networks. The experiments were conducted on a few English and Slovenian
corpora. The results suggested that BERT can be used as a high-level baseline for
our research.

2.3. Russian datasets

The study of readability for the Russian language is developing more slowly
than, for example, for English. This is largely due to the lack of text corpora with
the labeled age of readers or readability level. The creation of a corpus of texts
readable for students requires a large number of preliminary surveys of respondents
of school age. This can be avoided by using the texts of school textbooks. For
example, Ivanov et al. (2018) presented Russian Readability Corpus based on the
texts of school textbooks on Social Studies for grades 511, later expanded by
Isaeva and Sorokin (2020). An alternative way would be to use lists of
Recommended Reading as done by Iomdin and Morozov (2021). Presumably,
many school students read such texts. However, by their nature, such corpora are
far from ideal: they contain texts that, in the opinion of adult compilers, should be
read at the appropriate age, but they in no way guarantee the fact of reading, much
less understanding of these texts. Such lists often include various historical texts
that are incomprehensible at the level of an average student without additional
explanations. In the above-mentioned list of recommended literature, there are such
complex texts from the point of view of the reader as “The Lay of Igor's Campaign”
and “The Tale of Bygone Years”!. Thus, despite the high labor intensity, a large-
scale survey of schoolchildren seems to be the optimal way to select texts for the
corpus, which makes it possible to achieve the best representativeness.

3. Datasets, features and models

3.1. Books Read by Students corpus

In real practice, text complexity is often identified with the age of the reader,
usually a student. Thus, readability indices often predict a grade of school or college
in which the text would be understandable (e.g., Kincaid et al. 1975). This makes it

't is interesting that due to the inability to take into account the obsolescence of the vocabulary,
traditional indices assign these texts a very low level of complexity (Iomdin & Morozov 2021).
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possible to exclude from consideration adult readers, whose reading experience can
be incredibly variable and, as a result, can be estimated only with a very large
margin of error. In our study, we decided to use this approximation and assess the
age of a reader instead of the abstract complexity level.

To create a corpus with a labeled reading age, two stages of experiments have
been conducted. At the first stage, respondents of preschool and school-age (or their
parents, acting on their behalf) were asked to name a few of the books they had
most recently read, together with their authors. The survey involved 1176
respondents under the age of 16, of which more than 1000 were of school age. In
order to complete the list of presumably popular books, a similar additional survey
was conducted at the linguistic session at the Sirius Educational Center (Russia),
the target audience of the survey was mainly students of grades 9—11.

At the second stage, another group of respondents was asked to select the
books they read from the list of those most frequently mentioned during the first
stage, 93 books in total. The books were distributed over several subsurveys in such
a way that each respondent was asked about no more than two books from the series.
The experiment involved 1120 respondents, each of whom answered questions
about 15 or 16 books.

Due to the insufficient number of respondents of primary school age and in
order to exclude the peculiarities of the individual experience of readers, we decided
to combine the ages of students into 5 categories: 1-2, 3—4, 5-7, 89, and
10-11 grades. The proportion of participants who read the text was calculated for
each book and each age category. After that, the youngest category containing at
least 25% of respondents who had read the book was assigned a book label. For
example, “In Search of the Castaways” (“Les Enfants du capitaine Grant”) was
marked as read by 0% of respondents from the category 1-2, 13% of respondents
from the category 3—4, and 70% of respondents in the category 5-7, thus, the
category 5—7 was assigned.

As a result, 75 books were included into the Books Read by Students corpus
(BR). A complete list is given in Appendix A. 18 texts from the second stage of the
experiment did not receive any age label and were not included in the corpus. In
such a situation, the level of complexity cannot be established even with a sharp
increase in the proportion of readers when moving between age categories. A brief
overview of the collected corpus is presented in Table 1.

Table 1. Brief statistics of the Books Read by Students corpus

Category All 1-2 3-4 5-7 8-9 10-11
Total texts 75 31 14 8 14 8
Total words 4077579 888984 | 881578 | 693448 | 1060079 | 553490
Total unique lemmas 50930 24513 | 24616 | 24185 30670 24645
Avg sentence length 9.41 8.37 9.58 11.19 9.55 10.44
Avg word length 4.94 4.88 5.02 5.06 491 4.83
Avg unique lemmas per text 6864.05 3431.6 | 6033.6 | 7375.6 6757.0 7375.6
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3.2. Alternative datasets

As mentioned above, for the Russian language, there are few corpora with
complexity labels. We decided to compare BR with two of them: Fiction Previews
(Fic) presented by Glazkova et al. (2021) and Recommended Literature (RL),
which we constructed in the previous study from the list of recommended literature
for schoolchildren created by the Russian Ministry of Education (Iomdin &
Morozov 2021). All collected texts were divided into fragments of 70 sentences
each. This allowed us to considerably increase the size of datasets without
significant loss of labeling quality (Isaeva & Sorokin 2020).

For English, there are a few corpora with complexity labels; we used three of
them. Common Core State Standards (CC)? is a corpus designed to represent text
complexity levels for each grade in the USA. OneStopEnglish (OSE) corpus was
specially created for training readability models (Vajjala & Lucic 2018). It consists
of 189 text samples, each in three complexity versions. CommonlLit (CL) corpus
was presented at a Kaggle competition®. The main difference of this corpus from
the rest ones is continuous labeling set instead of classes. An overview of the
datasets is shown in Table 2.

Table 2. Some statistics of the datasets.
BR — Books Read by Students, RL — Recommended Literature, Fic — Fiction Previews,
CC — Common Core State Standards, CL — CommonlLit, OSE — OneStopEnglish

Characteristics BR RL Fic cC CL OSE
Total texts 5795 9230 58184 219 2834 567
Total categories 5 3 2 6 1 3
Total words 2897003 4888290 26252666 84014 491944 381137
Total unique words 55577 103875 304731 10007 24449 13611
Avg words/text 984.75 1053.28 918.64 450.46 199.65 757.82
Avg words/sentence 13.92 14.95 13.12 22.24 24.94 22.04
Avg sentences/text 70 70 70 23.26 9.46 34.98

3.3. Linguistic Features

According to the related works, we identified seven types of features, which
can be used to assess the text complexity: 1) readability indices, e.g., the Flesch—
Kincaid readability test and the SMOG grade; 2) traditional features, e.g., the
average word length and type/token ratio; 3) morphological feature, e.g., the
proportion of nouns and verbs; 4) punctuation, e.g., the number of semicolons; 5)
syntactic features, e.g., the average syntactic tree depth and number of clauses; 6)
frequencies, e.g., the percentage of tokens included in the list of the most frequent
words; and 7) topic modeling. In total, we collected 128 features for English and
126 for Russian of types 1-6. Additionally, we evaluated 100 topics using Latent
Dirichlet allocation (Blei et al. 2003). To the best of our knowledge, such a wide

2 http://www.corestandards.org/
3 https://www kaggle.com/c/commonlitreadabilityprize
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range of features was considered for the first time in relation to Russian text
complexity models. A full list of features can be found in Appendix B.

For evaluation we used the following libraries: readability (Readability 0.3.1
2019), pymorphy2 (Korobov 2015), nltk (Loper & Bird 2002), gensim (Rehurek &
Sojka 2010), spacy (Honnibal & Montani 2017), deeppavlov (Burtsev et al. 2018),
and API of readability.io. The source code for our methods is available at GitHub
(Readability 2021).

3.4. Models

We used the following machine learning algorithms as baselines:

1 Linear Support Vector Classifier (LSVC). LSVC was built with the 12
penalty and the squared hinge loss. We fitted LSVC on bag-of-words (BoW) text
representations with a maximum length of 10000. Scikit-learn (Pedregosa et al.
2011) was used for implementation.

2 Random Forest (RF). We used 100 estimators and the Gini impurity to
measure the quality of a split. The implementation details are the same as those for
LSVC.

3 Feedforward Neural Network (FNN). The hyperparameters used are
identified in Table 3. We employed the Adam optimizer (Kingma & Ba 2015). The
model was implemented using Keras (Chollet et al. 2015). Each model was trained
with early stopping for a maximum of 100 epochs and patience of 20. We utilized
Sentence Transformers text representations obtained using the all-mpnet-base-v2
model (Reimers & Gurevych 2019) for the English corpora and the distiluse-base-
multilingual-cased model (Reimers & Gurevych 2020) for the Russian ones.

4 Convolutional Neural Network (CNN). The training details are the same as
for FNN. The model was implemented using FastText embeddings for English
(Mikolov et al. 2018) and Russian (Kutuzov & Kuzmenko 2016).

Table 3. Hyperparameters for neural baselines

Hyperparameters FNN CNN
Number of convolutional layers - 2
Number of pooling layers - 2
Number of convolutional filters - 256
Filter size - 256
Number of fully connected layers 3 1
Size of fully connected layers 1024 32
Activation (hidden layers) Tanh relu
Activation (output layer) softmax (classification)

linear (regression)

Dropout 0.5 |

We randomly shuffled all the Russian corpora and the CL dataset and split
them into train and test sets in the ratio of 3:1. The splitting was conducted in such
a way that all fragments of one book belonged either to the train set or to the test
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one. Due to the small number of documents in OSE and CC corpora, we used five-
fold cross-validation on these datasets to obtain more reliable results. For all of the
models above, we systematically evaluated each type of linguistic features applying
the Min-Max technique for normalization.

To compare the scores obtained with the results of a few state-of-the-art
models, we used BERT-base and RuBERT (Kuratov & Arkhipov 2019) for English
and Russian corpora respectively. Each model was fine-tuned for 3 epochs using
Transformers (Wolf et al. 2020) with the learning rate of 2e-5 using the AdamW
optimizer (Loshchilov & Hutter 2018). We set batch size to 4 and maximum
sequence size to 512. To validate our models during the development phase, we
divided labelled data using the train and validation split in the ratio 90:10.

We used mean absolute error (MAE) and weighted F1-score to compare the
results. MAE is calculated as an arithmetic average of the absolute errors
e; = y; — x;, where y; is the prediction, x; is the true value, n is the number of values:

MAE = 2=1% (1)

The weighted Fl-score calculates the standard F1-score for each label, and
finds their average, weighted by the number of true instances for each label. The
formula of the standard F1-score is:

2*xPrecision*Recall .. TP
F1 = , Precision =

TP
— Recall =
Precision+Recall

TP+FP’ TP+FN’

2)

where TP, FP, and FN are the numbers of true positive, false positive, and false
negative predictions respectively.

4. Results and Discussion

We report the results in terms of the MAE (for the CL corpus) and weighted
F1-score (for the other corpora) in Table 4. The gray highlight presents the values
that outperform the baseline, the values that outperform the baseline by at least 1%
are underlined. The best results are shown in bold. Appendix C contains the overall
results expressed by several common metrics.

Based on the results, we can identify four performance categories, see Table 5,
that describe the impact of various linguistic features (RQ1). In most cases, the
considered features improved the model performance. Meanwhile, it was only
morphological features that gave a positive impact in most classifiers for all
corpora. Readability features exceeded the baseline on most models for most
datasets except the BR corpus. Punctuation, traditional, and syntactic features
showed a performance growth at least for two models on each corpus. Frequency
and topic modeling features produced mixed results. On the one hand, topic
modeling features improved the performance of all classifiers on two corpora.
Nevertheless, the score on the OSE corpus increased for only RF classifier. This
could be because the corpus contains parallel versions of the same papers. Although
frequency features improved the performance in some cases, they demonstrated
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higher MAE in most classifiers on the CL dataset. Probably, it reflects the fact that

short texts normally lack word frequency and context information because of word
sparsity (Yan et al. 2013, Xun et al. 2016).

Table 4. F1 (%) and MAE for each type of features. For F1 the best result is the highest, for MAE —
the lowest. BERT refers to the BERT-base in English corpora and to RUBERT in the Russian ones

Model BR RL Fic CcC CL OSE
BERT 45.23 62.74 80.96 42.18 0.453 70.99
LSvC 32.31 63.16 76.66 28.22 0.673 70.41
RF 30.94 48.21 78.87 30.03 0.627 68.21
FNN 34.22 63.26 66.34 33.73 0.533 54.00
CNN 39.82 58.12 80.12 33.60 0.593 70.64

+ readability
LSVC 32.12 63.16 76.67 32.43 0.663 70.49
RF 29.19 49.89 78.45 27.77 0.599 70.11
FNN 40.89 63.62 68.23 37.56 0.502 56.07
CNN 45.90 61.35 80.52 35.89 0.590 68.59
+ traditional
LSVC 33.15 62.67 77.14 29.3 0.666 69.89
RF 30.03 46.53 78.26 28.57 0.609 73.01
FNN 32.12 69.76 70.51 34.7 0.482 58.76
CNN 44.32 65.19 80.68 45.98 0.604 64.82
+ morphological
LSVC 32.55 63.22 77.03 31.99 0.662 71.75
RF 30.36 46.63 76.20 29.56 0.611 70.67
FNN 35.63 69.12 72.04 37.42 0.504 62.00
CNN 42.29 68.63 80.75 37.12 0.573 69.02
+ punctuation
LSVC 32.26 62.87 76.73 30.44 0.664 70.41
RF 30.30 47.25 78.20 28.39 0.629 68.92
FNN 35.21 66.54 68.70 32.51 0.505 55.79
CNN 40.74 67.95 80.86 43.68 0.580 64.33
+ syntactic
LSVC 32.66 61.91 76.88 29.27 0.674 70.54
RF 28.84 46.70 77.41 33.97 0.617 72.59
FNN 32.10 69.41 68.31 36.48 0.476 56.68
CNN 45.49 65.35 81.01 36.19 0.592 58.71
+ frequency
LSVC 32.52 63.07 76.84 33.08 0.662 71.34
RF 30.01 45.87 77.76 26.02 0.640 67.63
FNN 31.45 67.46 67.58 35.33 0.729 63.01
CNN 46.97 65.08 81.11 38.65 0.597 56.38
+ topic modeling
LSVC 35.36 62.14 76.92 29.97 0.669 67.00
RF 34.09 49.44 77.65 27.15 0.623 66.10
FNN 38.85 62.01 77.30 34.08 0.516 59.46
CNN 43.93 65.78 80.91 41.28 0.588 64.95
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Table 5. Features types with positive impact for N classifiers on each corpus.
1 — readability indices, 2 — traditional features, 3 — morphological features, 4 — punctuation,

5 — syntactic features, 6 — frequencies, 7 — topic modeling.

Improvement BR RL Fic cC CL OSE
N=4 7 - - 5 1,3,7 -
N=3 3 1,3 1,2,3,4,5,6,7 1,2,3,4,6,7 2,451 1,3,5
N=2 1,2,4,5,6 | 2,4,5,6,7 - 4 - 2,4,6
N=1 - - - - 6 7

Tables 6 and 7 illustrate the performance growth as a percentage averaged over
all classifiers for Russian and English corpora (RQ2). The averaged results
demonstrate that the models trained on Russian texts benefit more from topic
modeling and frequency features in comparison with the models trained on English
corpora. On the other hand, the results on the CC corpus indicate that this
superiority is rather due to text length than language properties. Readability and
punctuation features present similar results for both languages. Although
morphological, traditional, and syntactic features show better performance on
English texts, the results on specific corpora are strongly determined by the source
of texts and the type of markup. Thus, any influence of syntactic features for the
OSE corpus could not be identified during our experiments. However, there was a
noticeable increase for the CC corpus containing fiction texts that characterized
English as an analytic language. Overall, these results indicate that the impact of all
feature types is mainly attributable to specific circumstances of a corpus. This
enables one to use transfer-learning algorithms for cross-lingual analysis of text
corpora having similar characteristics.

Table 6. Averaged performance growth for Russian corpora, %

Features BR RL Fic Avg Rus
Readability 7.13 2.4 0.71 3.41
Traditional 1.21 4.54 1.71 2.49
Morphological 2.3 6.04 1.62 3.32
Punctuation 0.75 491 0.93 2.2
Syntactic 0.58 4.26 0.63 1.83
Frequency 1.88 3.4 0.48 1.92
Topic modeling 10.87 3.04 4.07 5.99

Table 7. Averaged performance growth for English corpora, %

Features CcC CL OSE Avg Eng
Readability 6.39 3.05 0.96 3.47
Traditional 9.67 3.04 -1.33 4.74
Morphological 8.3 3.19 451 5.33
Punctuation 7.2 2.06 -1.14 2.71
Syntactic 8.18 3.04 -1.33 3.3
Frequency 5.91 -9.54 -0.76 -1.46

The performance of the models trained on feature combinations per dataset is
presented in Table 8. The results are given only for those models the performance
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of which was increased by two and more types of features. We enriched the baseline
models with the concatenation of all features that showed a positive impact for the
relevant models and datasets. The combination of features increased the F1 of RF
on the OSE corpus outperforming all the results obtained for this dataset. This result
is marked with an asterisk (*). Moreover, FNN trained on feature combinations
showed the best result among all the feature-enriched models on the CL corpus.
Taken together, the results presented in Table 4 and Table 8 demonstrate that
feature-enriched models outperformed BERT on five out of the six corpora (RQ3).
In some cases, significant increases were obtained, including 7.02% for the RL
corpus and 3.8% for the CC corpus. By contrast, the performance of feature-
enriched models depends on the features used and data specifics. Simultaneously,
in some cases, models trained on feature combination showed a worse result, than
those trained on the one type of features.

Table 8. F1 (%) and MAE for feature combinations

Model BR RL Fic CC CL OSE
LSvC 34.50 - 78.09 33.12 0.633 71.44
RF - 49.38 - - 0.568 76.44*
FNN 40.88 62.99 78.70 39.71 0.466 74.24
CNN 43.85 65.29 81.06 43.58 0.541 -
BERT 45.23 62.74 80.96 42.18 0.453 70.99

5. Conclusion

We have presented the first comparative analysis of the impact of seven types
of linguistic features on the performance of text complexity models. We provided
the results of large-scale experiments on six text corpora. Each feature type was
evaluated in four representative ML models. Our research demonstrated the
advantage of some features over others. For example, morphological features
improved the performance of our models in almost all cases. At the same time, topic
modeling features did not show any positive impact on the corpus containing
parallel versions of the same papers. We also identified performance categories
based on the scores obtained and estimated the impact of feature combinations.
According to our study, the results depend more on the specific characteristics of
the dataset than on language. This provides an opportunity for exploring cross-
lingual transfer learning and multilingual models for text complexity assessment.
Finally, experimental results on five out of the six corpora showed that feature-
enriched models can achieve significant improvements in comparison with the
state-of-the-art ones. Here, future research may focus on evaluating more complex
semantic and narrative features, such as plot characteristics and the features related
to named entity analysis, on including BERT-based features, and on explaining text
complexity in terms of each feature type.
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Appendix A. Books Read by Students corpus

If the original text was published in a language other than English, the translated title is
followed by the title in the original language.

Table 9. Books included into the Books Read by Students corpus

Category Title (original title) Author(s)
1-2 Winnie-the-Pooh Alan Alexander Milne
1-2 The Wizard of the Emerald City Alexander Volkov
(BonwebHMK N3ympyaHoro ropoaa)

1-2 Urfin Jus and his Wooden Soldiers Alexander Volkov
(YpduH [xkyc n ero fepeBsHHble conaathl)

1-2 The Smart Dog Sonya (YmHas cobauka CoHs) Andrey Usachev

1-2 Grandma and Eight Children in the Forest Anne-Catharina Vestly
(Mormor og de atte ungene i skogen)

1-2 Eight Children and a Truck Anne-Catharina Vestly
(Atte sma, to store og en lastebil)

1-2 Pippi Longstocking (Pippi Langstrump) Astrid Lindgren

1-2 Emil of Lonneberga (Emil i Lonneberga) Astrid Lindgren

1-2 The Lion, the Witch and the Wardrobe Clive Staples Lewis

1-2 Harry Potter and the Half-Blood Prince Joanne Rowling
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Category Title (original title) Author(s)
1-2 Harry Potter and the Chamber of Secrets Joanne Rowling
1-2 Harry Potter and the Philosopher's Stone Joanne Rowling
1-2 Alice’s Adventures in Wonderland Lewis Carroll
1-2 Waffle Hearts (Vaffelhjarte) Maria Parr
1-2 Dunno in Sun City (HesHalika 8 ConHe4HoMm ropoae) Nikolay Nosov
1-2 The Adventures of Dunno and his Friends Nikolay Nosov
(MpuKknoveHna HesHaliku 1 ero gpysen)
1-2 The Little Witch (Die kleine Hexe) Otfried PreuRler
1-2 Treasure Island Robert Louis Stevenson
1-2 The Wonderful Adventures of Nils Selma Lagerlof
(Nils Holgerssons underbara resa genom Sverige)
1-2 Pancakes for Findus (Pannkakstartan) Sven Nordqyvist
1-2 When Findus was Little and Disappeared Sven Nordqvist
(N&r Findus var liten och foérsvann)
1-2 The Mechanical Santa (Tomtemaskinen) Sven Nordqvist
1-2 Findus and the Fox (Ravjakten) Sven Nordqvist
1-2 Findus Plants Meatballs (Kackel i gronsakslandet) Sven Nordqvist
1-2 Findus Goes Fishing (Stackars Pettson) Sven Nordqvist
1-2 Findus Goes Camping (Pettson taltar) Sven Nordqvist
1-2 Findus at Christmas (Pettson far julbesok) Sven Nordqvist
1-2 Findus Moves Out (Findus flyttar ut) Sven Nordqvist
1-2 The Rooster's Minute (Tuppens minut) Sven Nordqvist
1-2 Finn Family Moomintroll (Trollkarlens hatt) Tove Jansson
1-2 The Adventures of Dennis ([,eHNUCKMHbI paccKasbl) Viktor Dragunsky
3-4 Seven Underground Kings (Cemb nogsemHbIx Koponei) Alexander Volkov
3-4 Ronia, the Robber's Daughter (Ronja révardotter) Astrid Lindgren
3-4 Robinson Crusoe Daniel Defoe
3-4 Pollyanna Eleanor H. Porter
3-4 Three Jolly Fellows (Naksitrallid) Eno Raud
3-4 Harry Potter and the Deathly Hallows Joanne Rowling
3-4 Harry Potter and the Goblet of Fire Joanne Rowling
3-4 Harry Potter and the Prisoner of Azkaban Joanne Rowling
3-4 The Mysterious Island Jules Verne
3-4 One hundred years ahead (Cto net Tomy Bnepén) Kir Bulychev
3-4 The Adventures of Tom Sawyer Mark Twain
3-4 The Little Water Sprite (Der kleine Wassermann) Otfried PreuRler
3-4 The Little Ghost (Das kleine Gespenst) Otfried PreuRler
3-4 Comet in Moominland (Kometjakten) Tove Jansson
5-6-7 |The Three Musketeers (Les Trois Mousquetaires) Alexandre Dumas
5-6-7 |The Captain's Daughter (KanutaHckas gouka) Alexander Pushkin
5-6-7 |The Adventure of the Final Problem Arthur Conan Doyle
5-6-7 |The Hound of the Baskervilles Arthur Conan Doyle
5-6-7 |AStudy in Scarlet Arthur Conan Doyle
5-6-7 |The Hobbit, or There and Back Again John Ronald Reuel Tolkien
5-6-7 |Harry Potter and the Order of the Phoenix Joanne Rowling
5-6-7 |In Search of the Castaways (Les Enfants du capitaine Grant) |Jules Verne
8-9 The Time Is Always Good (Bpemsa Bceraa xopotuee) Andrey Zhvalevsky and

Evgeniya Pasternak
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Category Title (original title) Author(s)
8-9 Monday Begins on Saturday Arkady and Boris Strugatsky
(MoHeaenbHUK HauMHaeTcs B cyb60Ty)
8-9 The Lost World Arthur Conan Doyle
8-9 His Last Bow Arthur Conan Doyle
8-9 The Sign of the Four Arthur Conan Doyle
8-9 The Adventure of the Empty House Arthur Conan Doyle
8-9 The Adventure of the Six Napoleons Arthur Conan Doyle
8-9 Ivanhoe Walter Scott
8-9 The Two Captains ([Ba KanuTaHa) Veniamin Kaverin
8-9 The Invisible Man H.G. Wells
8-9 The Lord of the Rings John Ronald Reuel Tolkien
8-9 George's Secret Key to the Universe Lucy Hawking, Stephen
Hawking, Christophe Galfard
8-9 The Master and Margarita (Mactep n MaprapwTa) Mikhail Bulgakov
8-9 Dandelion Wine Ray Bradbury
10-11 |The Catcher in the Rye J. D. Salinger
10-11 |1984 George Orwell
10-11 |Fathers and Sons (OTubl 1 geTn) Ivan Turgenev
10-11 |Brave New World Aldous Huxley
10-11 |Fahrenheit 451 Ray Bradbury
10-11 |Lord of the Flies William Golding
10-11 |Crime and Punishment (MpectynneHune n HakasaHue) Fyodor Dostoevsky
10-11 |To Kill a Mockingbird Harper Lee

Appendix B. Evaluated Features

Readability indices

1 Flesch—Kincaid readability test (Kincaid et al. 1975).

2 Coleman-Liau index (Coleman and Liau 1975).

3 Automated readability (ARI) index (Senter and Smith 1967).
4 SMOG grade (McLaughlin 1969).

5 Dale-Chall index (Dale and Chall 1948).

Traditional features

1 Average and mean sentence length.

2 Average and mean word length.

3 Long words (>4 syllables) proportion.

4 Type/token ratio (TTR) (Templin 1957).

5 NAV:TTR for Nouns only plus TTR for Adjectives only divided by TTR for Verbs

only (Solnyshkina et al. 2018).
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Morphological features

Percentages of lexical categories.
Percentage of grammatical cases.
Proportion of animated nouns.

Proportion of grammatical aspects for verbs.
Proportion of grammatical tenses for verbs.
Proportion of transitive verbs.
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Punctuation
1 Punctuation/token ratio.
2 Semicolons/token ratio.

Syntactic features

Three features were extracted from each of the following characteristics: average,
mean, and maximum.

1 Syntactic tree depth.
Distance between a node and its descendant.
Number of clauses.
Number of adverbial clause modifiers.
Number of adnominal clauses.
Number of clausal complements.
Number of open clausal complements.
Number of nominal modifiers.
Length of nominal modifiers sequence.

O 03N LN Wi

Frequencies

For evaluating frequencies of Russian and English words we used dictionaries based
on Russian National Corpus (Lyashevskaya & Sharoff 2009) and British National Corpus
(Leech et al. 2001) respectively.

1 Average and mean frequency.

2 Proportion of words, which are in the list of the most 100/200/.../1000 popular
words, and similar features for nouns, verbs, adverbs, and adjectives separately.

Appendix C. Overall Results

In the tables below we use the following notation: F — F1-score weighted, P —
precision weighted, R — recall weighted, MAE — mean absolute error, MSE — mean
squared error.

MSE measures the average of the squares of the errors:

mMsE = Z=0ioh), 3)

where Y; is the vector of true values, ¥, is the vector of predicted values.

Russian corpora

Table 10. Results for the Books Read By Students corpus

Model F P R
BERT 45.23 54.06 41.32
LSVC 32.31 35.74 34.28
RF 30.94 32.73 37.18
FNN 34.22 39.06 31.75
CNN 39.82 57.34 33.66
F | P R F P | R
+ readability + traditional
LSVC 3212 | 355 34.2 33.15 3679 | 352
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RF 29.19 26.87 36.04 30.03 32.49 36.34
FNN 40.89 61.23 31.83 32.12 44.37 27.08
CNN 45.9 66.18 37.8 44.32 64.88 36.27
+ morphological + punctuation
LSVC 32.55 37.52 36.5 32.26 35.79 34.35
RF 30.36 37.52 36.5 30.3 37.94 36.57
FNN 35.63 42.75 31.68 35.21 39.54 33.05
CNN 42.29 55.72 37.26 40.74 57.25 33.44
+ syntactic + frequency
LSVC 32.66 36.02 34.66 32.52 35.77 34.28
RF 28.84 31.26 34.74 30.01 32.14 35.88
FNN 32.1 40.95 28.46 31.45 37.54 28.39
CNN 45.49 67.47 36.57 46.97 69.57 38.41
+ topic modeling Combined
LSvVC 35.36 38.63 36.88 34.5 37.36 35.88
RF 34.09 37.74 38.18 - - -
FNN 38.85 45.77 35.96 40.88 55.03 35.96
CNN 43.93 62.93 36.65 43.85 62.93 37.18

Table 11. Results for the Recommended Literature corpus

Model F P R

BERT 62.74 65.71 61.86

LSVC 63.16 63.54 64.98

RF 48.21 61.8 59.92

FNN 63.26 79.19 53.76

CNN 58.12 58.23 58.99

F | P R F P | R
+ readability + traditional
LSvC 63.16 63.22 64.89 62.67 62.83 64.56
RF 49.89 63.88 60.68 46.53 55.2 58.82
FNN 63.62 81.66 52.91 69.76 93.52 56.03
CNN 61.35 66.33 59.49 65.19 66.22 64.64
+ morphological + punctuation
LSVC 63.22 63.11 64.98 62.87 63.07 64.73
RF 46.63 58.54 59.07 47.25 62.9 59.58
FNN 69.12 92.34 55.78 66.54 87.1 54.43
CNN 68.63 72.84 66.58 67.95 71.19 66.33
+ syntactic + frequency
LSvVC 61.91 61.88 63.88 63.07 62.93 64.64
RF 46.7 57.58 58.9 45.87 57.89 58.65
FNN 69.41 93.01 55.78 67.46 89.35 54.6
CNN 65.35 69.58 63.21 65.08 66.22 64.64
+ topic modeling Combined

LSvC 62.14 62.71 64.22 - - -
RF 49.44 65.98 60.68 49.38 62.93 60.34
FNN 62.01 65.98 59.66 62.99 68.99 58.99
CNN 65.78 67.24 64.89 65.29 68.18 63.54
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Table 12. Results for the Fiction Previews corpus

Model F P R
BERT 80.96 81.83 80.82
LSvC 76.66 77.89 76.87
RF 78.87 79.67 78.99
FNN 66.34 72.31 65.01
CNN 80.12 80.87 80.04
F | P R F P | R
+ readability + traditional
LSVC 76.67 77.84 76.87 77.14 78.29 77.34
RF 78.45 78.85 78.51 78.26 78.86 78.36
FNN 68.23 72.54 67.36 70.51 70.61 70.49
CNN 80.52 81.9 80.37 80.68 81.74 80.56
+ morphological + punctuation
LSvC 77.03 78.27 77.24 76.73 77.94 76.94
RF 76.2 77.16 76.38 78.2 78.93 78.32
FNN 72.04 72.09 72.04 68.7 68.75 68.69
CNN 80.75 81.73 80.65 80.86 81.84 80.75
+ syntactic + frequency
LSvC 76.88 78.08 77.09 76.84 78 77.04
RF 77.41 78.21 77.54 77.76 78.4 77.86
FNN 68.31 68.41 68.29 67.58 67.59 67.57
CNN 81.01 81.97 80.9 81.11 82.08 81.01
+ topic modeling Combined
LSVC 76.92 78.18 77.12 78.09 79.3 78.27
RF 77.65 78 77.71 - - -
FNN 77.3 78.28 77.17 78.7 79.06 78.66
CNN 80.91 82.07 80.78 81.06 82.17 80.93
English corpora
Table 13. Results for the Common Core State Standards corpus
Model F P R
BERT 42.18 64.57 33.77
LSVC 28.22 30.13 30.61
RF 30.03 30.38 34.65
FNN 33.73 37.93 32.9
CNN 33.6 58.04 26.92
F P R F P R
+ readability + traditional
LSVC 32.43 33.55 35.59 29.3 31.37 31.5
RF 27.77 26.95 31.95 28.57 28.68 32.88
FNN 37.56 42.34 36.53 34.7 38.48 34.28
CNN 35.89 56.83 29.25 45.98 78.2 36.12
+ morphological + punctuation
LSVC 31.99 35.29 33.33 30.44 32.07 33.32
RF 29.56 29.53 34.26 28.39 27.23 34.65
FNN 37.42 46.15 34.7 32.51 37.2 32
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CNN 3712 | 5732 | 3062 4368 | 6051 | 37.95
+ syntactic + frequency
LSvC 29.27 29.45 31.95 33.08 35.74 34.67
RF 33.97 34.75 38.33 26.02 23.17 31.55
FNN 36.48 41.42 35.64 35.33 40.79 34.27
CNN 36.19 62.18 28.3 38.65 54.04 32.45
+ topic modeling Combined
LSvC 29.97 31.38 32.42 33.12 35.21 34.67
RF 27.15 29.19 30.15 - - -
FNN 34.08 38.34 32.91 39.71 47.55 37.94
CNN 41.28 65.93 33.85 43.58 44.09 39.44
Table 14. Results for the Commonlit corpus

Model MAE MSE
BERT 0.4532 0.3159
LSvC 0.6728 0.695
RF 0.6266 0.6199
FNN 0.533 0.4421
CNN 0.5926 0.555

MAE | MSE MAE | MSE
+ readability + traditional
LSvC 0.6627 0.6742 0.6664 0.6819
RF 0.5986 0.5743 0.609 0.5831
FNN 0.5024 0.4045 0.4823 0.3832
CNN 0.5896 0.5496 0.6041 0.5813
+morphological + punctuation
LSvC 0.6621 0.6775 0.664 0.6785
RF 0.6113 0.5917 0.6288 0.6204
FNN 0.5042 0.4002 0.5053 0.4102
CNN 0.5728 0.5269 0.5803 0.5307
+ syntactic + frequency
LSvC 0.6741 0.6924 0.6619 0.6703
RF 0.6167 0.5853 0.6401 0.643
FNN 0.4759 0.3705 0.7293 0.7627
CNN 0.5923 0.5566 0.5973 0.5602
+ topic modeling combined
LSVC 0.6686 0.6861 0.6334 0.6166
RF 0.623 0.5986 0.568 0.5174
FNN 0.5156 0.4149 0.4658 0.3542
CNN 0.5882 0.5403 0.5408 0.4726
Table 15. Results for the OneStopEnglish corpus
Model F P R

BERT 70.99 78.15 69.34
LSVC 70.41 72.15 72.03
RF 68.21 70.44 69.85
FNN 54 56.34 52.83
CNN 70.64 84.44 65.23
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F | P | R F | P | R
+ readability + traditional
LSvC 70.49 72.17 72.02 69.89 71.76 71.69
RF 70.11 71.63 71.83 73.01 74.89 74.45
FNN 56.07 59.02 54.59 58.76 62.86 57.18
CNN 68.59 76.29 67.37 64.82 77.32 60.71
+ morphological + punctuation
LSvC 71.75 73.65 73.39 70.41 72.15 72.03
RF 70.67 72.22 72.25 68.92 70.24 70.4
FNN 62 65.37 60.19 55.79 57.56 54.8
CNN 69.02 78.87 66.33 64.33 75.55 60.33
+ syntactic + frequency
LSvVC 70.54 72.61 72.37 71.34 73.1 73.04
RF 72.59 73.67 73.82 67.63 68.8 69.89
FNN 56.68 77.87 49.85 63.01 65.63 61.68
CNN 58.71 73.85 54.88 56.38 68.41 53.15
+ topic modeling Combined

LSVC 67 68.9 69.14 71.44 72.96 73.07
RF 66.1 68.1 66.45 76.44 77.18 77.37
FNN 59.46 61.84 58.38 74.24 75.71 74.17
CNN 64.95 76.98 62.17 - - -
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