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Abstract. Artificial intelligence (AI) technologies are one of the most significant solutions that can
fundamentally change both public relations and the sphere of public legal relations. The goal of the
present research is to conduct a comparative analysis of existing approaches to the Al integration into the
sphere of public legal relations of foreign countries and Russia, with the subsequent determination of the
most effective constructive approaches to the formation of a regulatory policy regarding Al in Russia.
This goal is achieved through the study of the following issues: Strategic goal-setting in relation to Al in
Russia and other countries; Tactical implementation of Al integration into public legal relations and
possible solutions in order to ensure Al decision-making transparency; Model compensatory measures
that ensure Al safe integration into public relations in Russia. The object of the study comprises regulatory
sources, strategies, and other documents regulating the Al integration into the sphere of public legal
relations in Russia and foreign countries, judicial practice examples, and academic publications on the
issues under study. The research methodology incorporates a complex of modern philosophical, general
scientific, special scientific methods of cognition, including dialectical, systemic, structural-functional,
hermeneutic, comparative legal, formal legal (dogmatic), legal modeling methods, and some others. The
present research lays special emphasis on the implementation of a comparative legal study of the
approaches to and regulation of Al in the public sphere regarding various states experience. The general
scientific dialectical method has made it possible to consider the Al position in the legal field from the
point of view of the Al regulation variability and trends in the subsequent development thereof, and to
substantiate the advantages and disadvantages of various approaches to solve the respective issues, as
well. Additional emphasis is also laid on addressing the issues of the applied nature of the Al use in the
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field of public relations in Russia, taking into account the legal modeling and development of
compensatory measures within the authorities’ regulatory approaches.
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MoaenbHble noAXxoAbl K UHTErpaumMm NCKYCCTBEHHOIO MHTerNseKTa
B cchepy nyGnmnyHbIX NnpaBooTHOWEHN B Poccun
Ha 6a3e cpaBHUTENbLHOIO UCCNeAOBaHMUA ONbiTa 3apybeXHbIX CTpaH

A.P. ATadexoB' =<

Poccuiickuii yHUBEepCHTET NPYKOBI HAPOAOB, 2. Mocksa, Poccutickas Dedepayus
P<latabekov-ar@rudn.ru

AHHoOTauus. TeXHOIOrHH UCKYCCTBeHHOTO UHTEIekTa (M) sIBIAIOTCS OTHUM U3 3HAYUMBIX pe-
LIeHUH, cIOCOOHBIX (DYHIaMEHTaIbHO U3MEHUTD Kak OOIIeCTBEHHbIE OTHOUICHUS, TaK U cepy myOnny-
HBIX TpPaBOOTHOIIEHHU. Llenp wuccinenqoBaHWs — TPOBECTH CPABHUTENBHBIM aHAIM3 JAEHCTBYIOIINX
mosxo/10B 1o uHTerpaunu MU B chepy myOaMyHBIX MPaBOOTHOIIEHHH 3apyOexHbIX cTpaH u Poccuw,
C MOCJICYIOLIMM OTpe/ieieHueM Hanoboiee 3QPEeKTUBHBIX KOHCTPYKIIMOHHBIX IOJXO0/I0B )OPMUPOBAHUU
perynsaTuBHOM monuTHKH B oTHomeHnn WU B Poccun. YkazaHHas Lenb mojapasyMeBaeT H3y4eHHE
CIIEYIONINX BOIPOCOB: CTpaTerHueckoe menenonaranne B otHomeHnd MM B Poccun u 3apyOexHBIX
CTpaHax; TaKTU4YecKoe ucnonHeHne narerpanuu MU B chepy myOnuyHbIX TPaBOOTHOIIEHUH 1 BO3MOXK-
HBIC ITyTH PEIICHHs B LEeNIX 00eCedeH s IPO3PaYHOCTH NpUHATHA pemmenus VI1; MoaenpHble KOMITCH-
CHUpPYIOIIUE MEPONpPUATHS, oOeceunBatoIue Oe3zonacHyro uaTerpanuto M1 B cdhepy myOnuuHbIX paBo-
otHomeHu#t Poccun. OOBEKT HCClIeOBaHMS — HOPMATHBHBIE IOKYMEHTBI, CTPaTe€rWd, M HWHbIE
JOKYMEHTBI perllaMeHTHpYIoIe Bonpockl uHTerpauun MU B cdepy myOnMYHBIX HMpaBOOTHOIICHUN
Poccun n 3apyOexHBIX CTpaH, CyAeOHas NpakThKa, akageMHdyecKue IyOIMKaluy MO HCCIeayeMOon
npobiiemMaTike. MeToJ0JIOTHS HCCIIEOBaHUS MHTEIPUPYET KOMILIEKC COBPEMEHHBIX (HIOCO(PCKUX,
OOIIeHayYHBIX, CHEIUaIbHO-HAYYHBIX METOJOB ITO3HAHMS, BKIIOYAs THATEKTHYECKUH, CHCTEMHBIH,
CTPYKTYPHO-(GYHKIIMOHAIBHBIH, TepMEHEBTUUECKUN, CPaBHUTEILHO-PAaBOBOH, (HopManbHO-IopHIYe-
CKHH (IoTMaTH4ecKuii), METO/1 IPaBOBOTO MOJIETUPOBAHUS U JIp. B paMkax HacTOAIIEro UCCIET0BaHUS
JenaeTcss 0COObIH aKIEHT Ha OCYIIECTBIEHUN CPABHUTEIHLHOTO IPAaBOBOTO HCCIEIOBAHUS MOJAXOI0B U
perymupoanus U B myOnnaHOH chepe Ha OCHOBAaHUH OITBITA PA3IMIHBIX rocyaapcTs. OOIeHayYHbIH
JTUAJIEKTUYECKUIl METOJ Jajl BO3MOXHOCTh PaccMOTpeTh mnoisiokeHune M B mpaBoBOM Mojie € TOUKH
3peHHs BAPHATUBHOCTH PETrYJIMPOBAHUS U TEHICHIIUHN MTOCIIEIYIOLIET0 Pa3BUTHA PETyIMPOBAHUS yKa3aH-
HOM TCXHOJIOT'UH, O6OCHOBaTI> JOCTOUMHCTBA U HEAOCTATKH PA3JIMIHBIX MMOJAXO0J0B K PEIICHUIO BOIIPOCOB.
JlONOTHUTENBHBIN aKIEHT TaKXKe CleflaH Ha PelICHUH BOIPOCOB IMPUKIAJHOTO XapaKTepa MPUMEHEHHUs
WU B cdepe myOIUUHBIX MpaBOOTHOIIEHUH B Poccuu, ¢ y4eTOM NMpaBOBOrO MOAENUPOBAHMS U BbIpa-
0OTKH KOMITIEHCHPYIOIIHX MEPONPUSATHIT B paMKaX PEryJISTUBHBIX ITOIX0JI0B OPIaHOB BIIACTH.

Ki1ioueBble cj10Ba: CpaBHUTEIFHOE IPABOBOE UCCIIEJOBAHUE, 3JIEKTPOHHOE JIHI0, HH(POPMAIIOH-
HOE IPaBo, IPEUKTUBHOE IIPABO, HHTEIUIEKTYaJIbHOE MIPECIIeIOBAHIE

KonduukT unTepecoB. ABTOp 3asBNIseT 00 OTCYTCTBUHM KOH(INKTa HHTEPECOB.

ADMINISTRATIVE AND FINANCIAL LAW 687


https://orcid.org/0000-0002-1456-7409

Amabekos A.P. Bectauk PYIH. Cepust: FOpumaeckue Hayku. 2023. T. 27. Ne 3. C. 686—699

TIocmynuna 6 pedaxyuro: 10 ¢espansn 2023 2.
IHpunama x newamu: 15 uonss 2023 e.

Jast uuTMpoBaHMsA:

Amabekos A.P. MonenbHbIE TIOAXOABI K HHTETPAIHA UCKYCCTBEHHOTO MHTEIUIEKTA B Chepy
MyOJIMYHBIX TIPABOOTHOIIEHHMI B Poccny Ha 0a3e CpaBHHUTEIBHOTO HCCIIEI0BAHNS OIBITA 3apy0OesK-
Heix ctpal // RUDN Journal of Law. 2023. T. 27. Ne 3. C. 686—699. https://doi.org/10.22363/2313-
2337-2023-27-3-686-699

Introduction

The Al positioning in the legal field is one of the significant issues. The Al legal status
is assigned with a systemic role at the level of state institutions. This status is considered
both in the documents of the President of Russia and his speech’, and in the documents of
the Government of Russia’.

Regarding the doctrinal research, it should be noted that the elaboration of certain
issues has been provided both in the dissertations (Morhat, 2018; Marchenko, 2022;
Shchitova, 2022) and in fundamental scientific publications (Yastrebov, 2018a, b; Ponkin
& Redkina 2018; Momotov, 2021). Within these latter sources, special consideration
should be given to the research by O.A. Yastrebov (2018a), who notes the need to improve
administrative law and make appropriate changes to the Code of Administrative Offenses,
taking into account the emergence of new technologies in the field of artificial intelligence.

A similar position is underscored by German lawyer Scherer (Scherer, 2016), who
underlines the need to develop the legal regulation of Al, including mechanisms of tort
liability regarding Al systems, joint liability for the use of non-certified Al products, etc.

A diametrical position is taken by a number of scholars (Bryson, Diamantis, & Grant,
2017), who believe that the allocation of a separate legal personality for Al can weaken the
human legal position. We should also keep in mind that some researchers view current
legal entity-based add-ons for Al as the vulnerable ones due to Al-limited exposure to
administrative and criminal liability (Chopra, & White, 2004).

Strategic goal setting in relation to Al in Russia and foreign countries

As far as the Al positioning in the field of public relations regarding foreign countries
trends is concerned, it should be taken into account that a number of foreign countries have
set up specific departments, developed strategic documents and shaped a target vision of
Al, including its positioning in the field of public relations.

Thus, in Germany, the implementation of Al regulation is entrusted to the Federal
Ministry of Digital Technologies and Transport, which is reflected in the regulatory policy

! Decree of the President of the Russian Federation No. 490 of October 10, 2019 "On the development of
artificial intelligence in the Russian Federation".

2 Decree of the Government of the Russian Federation No. 2129-r of August 19, 2020 "On the Concept for the
development of regulation of relations in the field of artificial intelligence technologies and robotics for the
period up to 2024".
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in terms of forming an approach to the regulation of unmanned vehicles’. Regarding the
strategic planning angle, in 2018, the artificial intelligence strategy was approved’. The
document establishes a set of measures to integrate Al into the public segment, increase the
availability of public data and develop tools in the field of ethics and transparency in Al
decision-making process’.

As far as France is concerned, a national strategy for Al development was announced
by the French President in 2018°. As part of this strategy, priority areas for the development
of Al for the public sector have been identified, namely the openness of data, participation
in the ecosystem formation, the study of ethical issues and the adaptation of national
approaches to regulation with a pan-European approach. The Ministry of Economy,
Finance, Industrial and Digital Sovereignty is the central authority that is responsible for
the AI’. The Al basic specialization for the public regulation purposes covers the medical
field®, the protection of the basic rights and freedoms of the population (data related to
physical identification’, the proper and safe processing of personal data'’, development of
uniform standards and principles for AI'' certification products). It should also be
highlighted that in this country the issue of judicial component regulation, including
predictive justice, is being actively worked out. In addition to the digitization and
publication of the data required by the trial (art. L.111-13 of the Code of Judicial
Organization'?), the Courts of Appeal of Rennes and Douai have been testing Al for the
purposes of implementing predictive justice'.

3 Tasks and goals implemented by the Federal Ministry of Digital Technologies and Transport of Germany.
Available at: https://bmdv.bund.de/DE/Ministerium/Aufgaben-Struktur/aufgaben-struktur.html. [Accessed
20th January 2023].

4 Germany: Artificial Intelligence Strategy. Available at: https:/ec.europa.eu/knowledge4policy/publication/
germany-artificial-intelligence-strategy en [Accessed 20th January 2023].

5 Strategie Kiinstliche Intelligenz der Bundesregierung, November 2018. Available at: https://www.ki-
strategie-deutschland.de/. [Accessed 20th January 2023].

¢ Villani, C., Bonnet, Y., Berthet, C., Levin, F., Schoenauer, M., Cornut, A.C. & Rondepierre, B. Donner un
sens a I’intelligence artificielle: pour une stratégic nationale et européenne. Conseil national du numérique.
2018.

7 Website of the Ministry of Economics, Finance and Industrial and Digital Sovereignty of France. Available
at: https://www.economie.gouv.fr/ministeres# [Accessed 20th January 2023].

8 PROJET DE LOI relatif a la bioéthique ASSEMBLEE NATIONALE No. 2187. Available at:
https://www.assemblee-nationale.fr/dyn/15/textes/115b2187 projet-loi. [Accessed 20th January 2023].

°La necessaire regulation de la reconnaissance faciale. Available at: https:/cnnumerique.fr/
regulation_reconnaissance faciale. [Accessed 20th January 2023].

19 How can humans keep the upper hand? The ethical matters raised by algorithms and artificial intelligence.
Reported by CNIL. Available at:https://www.cnil.fr/en/how-can-humans-keep-upper-hand-report-ethical-
matters-raised-algorithms-and-artificial-intelligence. [Accessed 20th January 2023].

1 Grands Défis 1 Program "Confiance.ai": un collectif de 13 industriels et académiques frangais reléve le défi
de l'industrialisation de l'intelligence artificielle (IA) pour les produits et services critiques. Available at:
https://www.gouvernement.fr/grands-defis-1-programme-confianceai-un-collectif-de-13-industriels-et-
academiques-francais-releve. [Accessed 20th January 2023].

12 Code de l'organisation judiciaire. Available at: https://www.legifrance.gouv.fi/. [Accessed 20th January
2023].

13 CEPEJ, European Ethical Charter on the use of Artificial Intelligence in judicial systems and their
environment Available at: https://rm.coe.int/ethical-charter-en-for-publication-4-december-2018/16808{699c.
[Accessed 20th January 2023].
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In the US, the national Al strategy is driven by the 2020'* National Initiative. This
document contains the ambitious goal of the country’s absolute leadership in this industry,
with an understanding of the consequences of this technology impact on all sectors of the
economy (potential transformation of labor relations and social implications).
Accompanying documents were issued by the President of the United States (Executive
Orders 13960"° and 13859'°), which complement the provisions of this strategy in the
context of scientifically applied activities and Al integration into the public administration.
In addition, the AI In Government Act of 2020 (Section U, Section I)!” defines the mandate
of the Al Center of Excellence (GSA Al), which is the aggregator of best practices for Al
integration into public affairs. However, it is difficult to identify a single document that
specifies the ultimate goal of Al integration in public legal relations fields (since each
federal authority formulates its own goals (defense'®, healthcare'’, justicezo, etc.), the
assessment of the funds spending efficiency by the department and other resources for
integrating Al is carried out through an annual audit.

While turning to China, one can see that the state has been developing approaches to
the integration of Al since 2015 as part of the state policy. The 13" Five-Year Development
Plan*' for the 2016-2020 period takes into account, among other things, the need for the Al
full integration in the legal proceedings, including administrative justice. Regarding this
period, the goal-setting covers the formation of such areas as intelligent case resolution,
intelligent litigation, and intelligent evaluation of materials and evidence (Xu, 2017).
Mention should be made of the fact that China, in terms of integrating e-justice and, most
importantly, Al justice, has achieved significant results due to the Al implementation pilot
mode (system 106) (Cui, 2020) in Shanghai**. China is one of the crucial players in the

14 Division e-national artificial intelligence initiative Act of 2020. Available at: https://www.congress.gov/116/
crpt/hrpt617/CRPT-116hrpt617.pdf#page=1210. [Accessed 20th January 2023].

15 Promoting the Use of Trustworthy Artificial Intelligence in the Federal Government a Presidential Document
by the Executive Office of the President on 12/08/2020. Available at: https://www.federalregister.gov/
documents/2020/12/08/2020-27065/promoting-the-use-of-trustworthy-artificial-intelligence-in-the-federal-
government. [Accessed 20th January 2023].

16 Maintaining American Leadership in Artificial Intelligence A Presidential Document by the Executive Office
of the President on 02.14.29. Available at: https://www.federalregister.gov/documents/2019/02/14/2019-
02544/maintaining-american-leadership-in-artificial-intelligence. [Accessed 20th January 2023].

17 DIVISION U-HOMELAND SECURITY AND GOVERNMENTAL AFFAIRS PROVISIONS TITLE I-Al
IN GOVERNMENT ACT OF 2020. Available at: https://www.congress.gov/116/bills/hr133/BILLS-
116hr133enr.pdf#page=1105. [Accessed 20th January 2023].

18 U.S. department of defense responsible artificial intelligence strategy and implementation pathway prepared
by the DoD Responsible AI Working Council in accordance with the memorandum issued by Deputy Secretary
of Defense Kathleen Hicks on May 26, 2021, Implementing Responsible Artificial Intelligence in the
Department of Defense. (2022). Available at: https://media.defense.gov/2022/Jun/22/2003022604/-1/-
1/0/Department-of-Defense-Responsible-Artificial-Intelligence-Strategy-and-Implementation-Pathway . PDF.
[Accessed 20th January 2023].

19 U.S. Department of Health and Human Services Artificial Intelligence (AI) Strategy. Available at:
https://www.hhs.gov/sites/default/files/final-hhs-ai-strategy.pdf. [Accessed 20th January 2023].

20 Artificial Intelligence Strategy for the U.S. Department of Justice (2020) Available at:
https://www justice.gov/jmd/page/file/1364706/download. [Accessed 20th January 2023].

21 The 13th Five-Year Plan For Economic and Social Development of the People’s Republic of China (2016—
2020), Available at: http://en.ndrc.gov.cn/newsrelease/201612/P020161207645765233498.pdf. [Accessed
20th January 2023].

22 President Xi says Shanghai can 'pioneer’ reform, innovation. Available at: https://www.globaltimes.cn/
content/972078.shtml. [Accessed 20th January 2023].
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global market regarding the development of Al and its regulation. China has developed
over 1,200 national plans to regulate the Al application and integration into the public
sphere. However, it is critical to keep in mind that the number of legal acts does not always
contribute to the quality of regulation (accuracy and direct relevance of regulation). In
addition, there is lack of a centralized approach in China, since the country authorities are
guided by a “soft” regulatory policy based on the formation of books of white practices®
and the development of ethical aspects within the doctrinal framework®* (Zhang et al.,
2021; Liu, Shi 2020). Further, China plans to provide detailed approaches to Al regulation
by 2025%.

While elaborating on progressive approaches to Al and robotics regulation (in the
context of the program shell), one cannot fail to mention the experience of Saudi Arabia.
This is the only state that has risked setting a precedent for a formal equalization of the
rights of a robot and a human by granting the citizenship of the kingdom to robot Sophia®®.
It is necessary to single out the strategic document "Vision 2030"*’, which defines the basic
settings in the context of economic diversification, by investing oil and gas revenues in
technological solutions (including Al). Regarding the Kingdom of Saudi Arabia
authorities, the Saudi Arabia Department of Data and Artificial Intelligence (SDAIA)* has
been set up. It acts as the responsible authority for the Al systems deployment, that
incorporates the needs of the authorities, as well. Among the specific indicators that the
Kingdom of Saudi Arabia expects by 2030, it is possible to single out quantitative
indicators (requirements for the number of civil servants trained in working with Al
experts, positioning of the country in the world community in terms of data openness,
scientific and publication activities, and some other indicators, as well)*’.

Considering the documents of the President and the Government of Russia (mentioned
in the Introduction), it is necessary to underline the comprehensive nature of Al issues
vision presented in these resources from the point of view of the economy, technology,
legal formalization, and ethical component in the context of Al integration into the sphere
of public relations. Further, in the context of public legal relations, the need to use Al in

23 Al Standardization White Paper 2018. Available at: http://www.cesi.ac.cn/images/editor/20180118/
2018011809034 6205.pdf. [Accessed 20th January 2023].

24 The Sixth Session of Lakeside Talk on Computational Law Legal and Ethical Rules in Applications of Al to
Health and Judicial Fields. Available at: https://rm.coe.int/sixth-session-of-lakeside-talk-on-computational-
law-highlights-of-ai-w/168096510b. [ Accessed 20th January 2023].

25 State Council for Printing and Distribution Notice of the New Generation Artificial Intelligence Development
Plan (2017). Available at: http://www.gov.cn/zhengce/content/2017-07/20/content_5211996.htm. [Accessed
20th January 2023].

26 Cuthbert O. Saudi Arabia becomes first country to grant citizenship to a robot. Arab News. 26th October
2017. Available at: http://www.arabnews.com/node/1183166/saudi-arabia / [Accessed 20th January 2022];
Greene T. Opinion: Saudi Arabia was wrong to give citizenship to a robot. Icrypto.media. 31st October 2017
Available at: https://thenextweb.com/artificialintelligence/2017/10/31/opinion-saudi-arabia-was-wrong-to-
give-citizenship-to-a-robot. [Accessed 20th January 2022].

27 VISION 2030 ACHIEVEMENTS 2016 — 2020. Available at: https://www.vision2030.gov.sa/media/
irsiefvh/achievements-booklet en.pdf. [Accessed 20th January 2023].

28 SAUDI DATA AND Al AUTHORITY. Available at: https:/oecd.ai/en/dashboards/policy-initiatives/
http:%2F%2Faipo.oecd.org%2F2021-data-policylnitiatives-26016. [Accessed 20th January 2023].

2 REALIZING OUR BEST TOMORROW STRATEGY NARRATIVE (2020). Available at:
https://wp.oecd.ai/app/uploads/2021/12/Saudi_Arabia National Strategy for Data and AI 2020.pdf.
[Accessed 20th January 2023].
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the fields of "smart" consideration of citizens' appeals, public services provision, the
implementation of permitting actions, the control and supervisory measures is separately
determined. The respective tasks require the formation of transparent rules for Al systems
evaluation, and examination of their application effectiveness, as well as appropriate legal
formalization for the Al integration into public administration. Upon the whole the
implementation of relevant activities is planned for 2024.

Tactical implementation of Al integration into public relations
and possible solutions to ensure Al decision-making transparency

It should be noted that the introduction of Al into public relations areas generates both
positive and negative experiences.

For Latin American countries (Colombia and Brazil), the use of Al brings significant
preferences in terms of public authority. The KBoot program, as part of the market analysis,
identifies nondeclared commercial activities carried out on the Instagram’ site. During the
analysis of public data of citizens of Medellin 2.6 thousand people were identified as
traders, while only 453 of them were registered with the treasury (local tax authority). Al
Laura provides a predictive package of medical services for patients with sepsis®'. If
negative indicators are detected in a patient (especially critical for his/her health), the
specified algorithm calls an on-site team of doctors to the patient.

Estonia uses the modernized SATIKAS*? space monitoring system, which allows
remote analysis of the effectiveness of the use of state-subsidized sown areas. It should be
noted that only 5% of the sample of inspected objects were covered in the field inspections
of the Estonian relevant department (Misuraca & van Noordt, 2020).

The VeriPol Al is used as part of the internal security service in Spain. This tool
detects possible false reports provided by the police®. The effectiveness of this technology
for only one week in January 2019 showed that 80% of the submitted reports from the
corresponding sample were false.

The negative experience of foreign partners in the field of Al application for the public
authorities’ services should also be subject for consideration. The most common
phenomenon is the opacity of the sample or its discriminatory nature in the course of Al
data processing. The highly specialized SyRi Al in the Netherlands conducted an analysis
of fraud in the provision of benefits for socially vulnerable groups®*, in fact, this mechanism
was contrary to basic human rights and subsequently influenced the opinion of the

30 Tracking potential tax evaders on Instagram. OECD. Available at:  https://oecd-

opsi.org/innovations/tracking-potential-tax-evaders-on-instagram. [Accessed 20th January 2023].

31 Official website of Al Laura. Available at: https://www.laura-br.com/. [Accessed 20th January 2023].

32 European Association of Remote Sensing Companies Sentinels Benefits Study (SeBS) A Case Study
Grassland Monitoring in Estonia (2021). Available at: https://earsc.org/sebs/wp-
content/uploads/2021/05/Grassland-Monitoring-in-Estonia_vfinal.pdf. [Accessed 20th January 2023].

33 Artificial intelligence tool used to catch people who lie to the police. Available at:
https://www.telegraph.co.uk/news/2019/01/07/artificial-intelligence-tool-used-catch-people-lie-police/.
[Accessed 20th January 2023].

3% SyRI legislation in breach of FEuropean Convention on Human Rights. Available at:
https://www.rechtspraak.nl/Organisatie-en-contact/Organisatie/Rechtbanken/Rechtbank-Den-Haag/Nieuws/
Paginas/SyRI-legislation-in-breach-of-European-Convention-on-Human-Rights.aspx. [Accessed 20th January
2023].
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International Court of Justice which ruled that the use of this technology by civil servants
was inadmissible and their actions contradicted article 8 of the European Convention on
Human Rights (the non-transparent nature of work and social risks significantly exceed
economic feasibility)’>. A similar experience was recorded in Poland in a similar situation.
Al technology conducted a completely autonomous analysis of the unemployment market
(Niklas, Sztandar-Sztanderska & Szymielewicz, 2015). The reasoning position of the
Polish Constitutional Court turned out to be identical to the Netherlands’ practice™.

A proactive position is taken by foreign partners (represented by the Anglo-Saxon
group of countries) regarding the areas of influence of Al technologies on the sphere of
public relations and the need for technology control.

In the United States, local initiatives are taken to prohibit the use of Al for public
authorities’ needs in case of a discriminatory phenomenon®’. The Canadian authorities
require the use of Al technology for public authorities’ services and needs, only after these
technologies have passed the appropriate verification, ensuring their accountability and
security’®.

It should be underlined that in Russia the issue of supervising the implementation of
Al in the sphere of public administration has been assigned to the National Center for the
Development of Artificial Intelligence®. This center accompanies the national portal in the
field of Al, participates in the selection of Al solutions for all eligible industries, monitoring
of the technology development, and regulatory documents expertise.

Model compensatory measures that ensure Al safe integration
into public relations in Russia

As we can see, at the strategic and tactical levels, one of the “cornerstones” of the
integration of this technology is to ensure the Al transparency®’. This issue is also reflected
in the discussions of domestic and foreign scientists.

D. Burrell in his works notes that the realization of the opacity of the decision made
by Al for Al is not the goal itself, since then it is necessary to disclose the full chain of
decision making (how and what data are entered into the system, how reliable and not
distorted they are, how they are formulated as the result of processing) (Burrell, 2016). J.
Costas and K. Gray support the trend of the applicability of human ways of cognition to
Al, since they only create the illusion of accountability of this technology to a person (Grey
& Costas, 2016).

35 District Court of the Hague, 6th March 2020, ECLI:NL:RBDHA:2020:865. Available at:
uitspraken.rechtspraak.nl/inziendocument?id=ECLI:NL:RBDHA:2020:1878. [Accessed 20th January 2023].
36 Koniec profilowania bezrobotnych. Available at:https://www.prawo.pl/kadry/bezrobotni-nie-beda-
profilowani-utrudnialo-to-ich-aktywizacje,394701.html. [Accessed 20th January 2023].

% N.Y.C, No. 1894-2020A. 11 November 2021. Available at: https:/legistar.council.nyc.gov/
LegislationDetail.aspx?ID=4344524&GUID=B051915D-A9AC-451E-81F8-6596032FA3F9. [Accessed
20th January 2023].

3% Treasury Board Directive on Automated Decision-Making (In Development — v.2.5). Available at:
https://docs.google.com/document/d/1LdciG-UYeokx3U7ZzRng3ud4 T3THrBXXk9JddjjueQok/edit#, archived
at https://perma.cc/N66K-BNMIJ. [Accessed 20th January 2023].

3 The National Center for the Development of Artificial Intelligence began to operate under the Government
of Russia. Available at: http://government.ru/news/46479/. [Accessed 20th January 2023].

40 European Commission (2018) Artificial intelligence for Europe. COM(2018) 237 final.
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Regarding the applied angle of the Al application, A.V. Martynov and M.V. Bundin
recommend, for the purposes of the authorities’ activities, the mandatory introduction of
ethical and philosophical principles, including the above accountability, stability, etc.
(Martynov & Bundin, 2020).

The author of this article assumes, that the simplest solution to the issue of
transparency in Al decision-making, without reference to the human perception of
technology (its identification and anthropocentricity), the technical level of preparedness
(one needs to be aware of the fact that this technology goes far beyond the basic ICT tools
used by most people in everyday life) may be the use of "counterfactual" explanations. The
idea was introduced by D. Lewis and, in relation to Al, this explanation does not imply the
disclosure of the full complex of decision algorithms, but only the constituent elements that
are disclosed for the purpose of changing and achieving the desired result (Lewis, 1973).

The second "cornerstone", according to the author of this article, is the issue of access
to information for Al and target areas for the experiment in the performance by Al of public
functions and integration areas for implementation thereof.

It should be understood that the previously mentioned basic document of the Russian
Government, which provides for the strategic and tactical outline of the integration of Al
into the sphere of public relations, includes, among other things, the possibility of using
experimental modes, as well as a mode for accessing GIS data necessary for Al systems
development. At the same time, it is critical to understand the need to formulate unified
internal approaches to labeling and grading the levels of access to Al information, while
taking into account the understanding of its technological safety, social and economic
efficiency (which is also enshrined in the Decree of the Government of Russia).

When we talk about information and access levels, we mean data, messages, pictures,
and so on. regardless of the form of their presentation (Article 2 of FZ-149*"). At the same
time, the regulation of access to data depends on the interested parties (personal, corporate,
public, etc.)

The author of this study proposes to consider a simplified approach to distinguishing
three levels of access to Al information, namely basic, advanced and predictive ones.

Regarding the basic level of admission, it is proposed to define routine processes that
are implemented within the framework of cameral procedures in relation to offenses that
have minor social consequences and use the internal database of the relevant authority or
segment of regulation. These processes imply selective verification by a person, as well as
monitoring of possible procedures for challenging Al decisions by a supervised entity.

It is proposed to define the advanced level of access and processing of information for
use in the case when there is a procedure for an on-site verification (characterized by the
risk to interpret the actions of the checked object as falling under administrative and
criminal liability of small and medium severity). It should be understood that in this case
there is a mandatory verification of all Al requests from the authorized representative of
the department. Within the interaction framework, it is possible to use a single platform
"Gosuslugi", within which data are exchanged between the participants in the process and
the Al of the relevant department.

41 Federal Law No. 149-FZ of 27th July 2006 (as amended on 5th December 2022) “On Information,
Information Technologies and Information Protection”.
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The predictive level of admission to and processing of information is used to suppress
significant administrative and criminal offenses. Within the framework of this approach,
Al, or a possible conglomeration of several systems (swarm Al) collects information from
all available information sources in order to form model structures for the behavior of
subjects.

For the purposes of implementing graded approaches to information processing for
the administrative control purposes, the present study also suggests taking into account that
the tested segment must have unified features and a large amount of data. As part of the
consolidated administrative judicial practice®, it can be specified that the examples of basic
legal relations that are recommended to be used to test Al and its effectiveness can cover
the following cases:

1) related to offenses that encroach on public order and security;

2) related to offenses in the field of financial markets and taxation;

3) related to offenses in the field of compliance with the management procedure;

4) related to offenses in the field of road transport.

The indicated segments are confirmed as the most statistically capacious segments of
court activities, as well as the most digitized or infrastructurally developed segments of
legal relations (cameras, data exchange, photo and video recording, etc.).

As part of the long-term planning of Al predictive response in order to suppress
offenses in these areas, it will be necessary to adapt the approaches provided for by the
Code of Administrative Offenses of the Russian Federation in the following areas:

1. Development of proactive tools for notifying about the inadmissibility of the actions
of a particular actor with the interpretation of its actions within the framework of
administrative law and proposals for alternative legal ways to achieve the goal set forth by
the subject who specified the goal (with subsequent consideration within the framework of
an administrative investigation and prosecution, provided for in Article 4.3. of the Code of
Administrative Offenses of the Russian Federation) .

2. Development of proactive tools at the time the actor commits an offense, which
implies prompt notification of the relevant employee of the authority about the actor’s
existing encroachments, as well as a possible suppression of its actions through blocking
the premises, transport facility, means of payment, etc.).

It should be noted that the proposed aspects of implementing integration measures in
relation to Al and its subsequent actions by the authorities are highly risky and require
solving the problems of identifying Al in the field of public legal relations as the third
aspect of the "cornerstone".

At the moment, in Russia there are no specialized requirements for companies
engaged in Al developments, by analogy with banking®’. However, the correlation of these
segments, according to the author’s opinion, exists in practice, through a large amount of
big data and the necessary infrastructure for business activities processing, a high degree
of Al impact on the country's security, etc.

4 Judicial Department under the Supreme Court of the Russian Federation. Available at:
http://www.cdep.ru/?id=79. [Accessed 20th January 2023].

43 Federal Law No. 395-1 of 2nd December 1990 (as amended on 14th July 2022) “On Banks and Banking
Activities”.
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In this regard, it is recommended to consider the development of specific approaches
to regulate the companies involved in the Al development, on a similar basis (by analogy
with banking):

1. Identification. It is necessary to develop unified principles for the registration of
these legal entities. The basic permit structure implies the licensing of activities, an
alternative to which may be the formation of self-regulatory organizations (SROs) in the
specified market. The author of this article assumes that the membership in the SROs is
preferable, since it takes into account the opportunity to form a compensation fund (with
the possible construction of sliding scale of membership fees), which is not provided for
within the framework of licensing activities. The mandatory membership in the SROs will
lay grounds, first, to unify and identify the contour of market participants, and second, to
ensure the formation of an imperative obligation to provide the source code both to the
SROs and the relevant authority, and will allow the formation of a double loop of control
over Al technology.

2. Rating. After identifying market participants in the field of Al a rational stage in
order to ensure that society understands the effectiveness and safety of technology
(including for the purposes of public authorities) is Al companies ranking regulation
(similar to the social rating used in China**. Considering the significant nature of the impact
of Al technology on the sphere of public relations, it is recommended to develop the
following principles regarding the ranking of these entities, namely the identification of the
technology ultimate beneficiary, the identification of depth of the person positioning in the
Al market (the potential degree of danger of the technology), the advancement of the
technology stability (the presence of technological failures and the facts of “data leaks"),
the monitoring of the number of appeals to control and supervisory authorities. At the same
time, in the context of the Al use in the field of public legal relations, it is recommended to
detail the number of digitized and algorithmized Al processes, to conduct a consistent
analysis of the degree of impact and influence on the profile segment of public legal
relations (or a bunch of Al and an official), to foster a stability of the Al — made decisions
in the framework of the judicial procedure for Al-facilitated appeals on the authorities’
actions, as well as to enforce a comprehensive perception of the technological readiness of
individual Al technical solutions.

3. The regulation of the above rating will make it possible to formulate (in the future)
a sliding and flexible mechanism for Al regulation according to the public relations goals,
that takes into account the mentioned graded levels of access to information, the
identification of white practices for the use of Al for the authorities’ goals, the specification
of areas where a completely autonomous implementation of Al is possible, and where it is
necessary to link Al and humans, as well as the implementation of balanced incentive
measures for Al developers (with the consideration of the risks of market monopolization
and the degree of influence of specific technical solutions on the government bodies
operation).

4 China’s Corporate Social Credit System. Available at: https://www.uscc.gov/sites/default/files/2020-12/
Chinas_Corporate_Social Credit_System.pdf. [Accessed 20th January 2023].
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Conclusion

In the light of the foregoing, we can conclude that the issue of regulating Al in the
field of public interests is strategically significant at the national state level as the evidence
from various countries confirms. Meanwhile, the focus of regulation of relations has a
different nature of specialization depending on a particular country.

While considering the very nature of Al in the field of public relations, it should be
recognized that there are both positive examples of the Al technology use for the purposes
of the state, and potentially challenging areas, which are subsequently considered by
specialized courts within the framework of the Al-used algorithms transparency.

Regarding the effective integration of Al into the sphere of public relations in Russia,
the following measures are suggested:

1. To ensure transparency in the Al-decision making, it is necessary to use
counterfactual explanations.

2. To ensure an effective experimental mode of Al integration, it is recommended to
define three levels of access to information (basic, advanced and predictive), and four basic
sectors of legal relations for conducting an experiment on the use of Al (offenses in the
field of financial markets and taxation, compliance with the management procedures,
traffic transport, public order and security). Further it is relevant to work out compensatory
measures to legalize mechanisms for implementing Al predictive response, to develop tools
for identifying Al market participants on the basis of SRO membership, to design the
regulation of the Al ranking procedure for the purposes of public and public legal relations
and to construct appropriate stimulating and balanced measures in relation to the regulation
of individual technological solutions in the field of Al
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