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3asiBjieHUE O KOHq)HﬂKTe HHTEpecoB

ABTOD 3asIBIAET 00 OTCYTCTBHU
KOH(IMKTa HHTEPECOB.

AnHoTauus. Pa3paboTKy KOHEYHBIX aBTOMATOB W CHHTE3 HeHpocerei
COITPOBOXKJAAOT OIPOMHBIC BBIYHUCIIUTCIIBHBIC TPYIHOCTH. HpOGHeMbI, C
KOTOPBIMHU CTAIIKMBAIOTCS KaK CO3MaTeNH YIPABISIOMINX KOHEYHBIX aB-
TOMAaTOB, TaK M CO3JaTeNM HEHpoceTel, MPaKTHYECKU OAMHAKOBBI. JIyist
TOr0 YTOOBI YHPAaBJISIOMIUNA KOHCYHBIH aBTOMAT MOT OBITh pealii30BaH,
HAJ0 CHayajia Cco3JaTh AJITOPUTM €ro paboThl, MOTOM HAmUcaTh MPO-
rpaMMy, TIOTOM 3Ty MPOTPaMMy PEaM30BaTh B <OKEIe3e» B BHJIE KOHEU-
HOTO aBTOMara. [ J1TaBHOE — HAJ0 CO311aTh, U 3TO BAXKHO, ACTCPMUHHUPO-
BaHHBIA KOHEYHBIA aBTOMAaT. UTO KacaeTcs HeHpoceTel, To, 9TOOb OHa
pabotana, HEOOXOAMMO JTUOO 3a/1aTh C MOMOIIBIO IKCIIEPTOB Beca Ha ee
pebpax, nubo ee Haso 00YUNTh, YTOOBI TIOJIYYHTh ONTHMANIbHBIC Beca Ha
pebpax. 1 to, u mpyroe, To €cTh, ACTEPMHUHHU3AIMS KOHEYHBIX aBTOMa-
TOB U O0yuYeHHE HEWPOHHBIX CETeHd, B HACTOsAIIEE BPEMs MPOU3BOIUTCS
yaie BCero ¢ MOMOIIBI0 MPUOJIMKEHHBIX (IKCIIOHCHIIMAIBHBIX HIIU Te-
HETHYECKNX) alropuTMOB. [Ipy 3TOM YacTo aBTOpPHI HE YKa3bIBAIOT Ha
TOT (aKT, 4TO, BO-TIEPBBIX, ITH AITOPHUTMBI Aa0T omMOKy 10 15 %, a,
BO-BTOPBIX, BpeMsi pabOThI MOJOOHBIX aITOPUTMOB JTOCTATOYHO BEIIHKO,
1 TpeOyeT OOJIBIIMX YHEPreTHUYECKHUX 3aTpar. B Marepuane cTaTbu JIOKa-
3BIBACTCS, YTO YIMPABJISAIONINE KOHEYHBIE aBTOMAThl H HEUPOCETH — JK-
BHUBAJICHTHBI, €CIIH MUCXOAUTh U3 UX CTPYKTYpbI, KOTOPYIO MOKHO TpeJ-
CTaBUTh B BUJIC OPUEHTUPOBAHHOTO pedepHOro rpada. [logoOHas 3kBU-
BAJIGHTHOCTH IIO3BOJISIET NPUMEHSATH IS JETEPMHHHM3AIMN KOHEUHBIX
aBTOMAaTOB M CHHTE3a HEHpOCeTed METONbI HOpMAaTH3aIMH TPOU3BOIb-
HBIX TpadoB. MeToabl HOpMalIHM3alMKd MPOM3BOJBHBIX TpadoB HOBEIE,
OHM OCHOBaHBI Ha PACIIMPEHUH TEOPUH TpadoB U MO3BOJISAT MPUMEHSITH
AJITOPUTMBI JIMHEWHOH CII0)KHOCTH WJIM CYyIIECTBEHHO YMEHBIIATH YHCIIO
BapHaHTOB IIpH nepedope.

KuroueBble cjioBa: KOHEUHBIH aBTOMAT, JACTEPMHUHM3ALUSA, HEHPOCETh,
OPHEHTUPOBAaHHEIN Tpad), HOPMAIBHBIH aITOPUTM
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Introduction

A finite state machine (FSM) is an extremely

less” program that models “instinctive” behaviour
that is not adaptable to the sequence of environ-
mental influences. In other words, FSM are techno-
logies designed to facilitate the development of

simplified model of a computer, having a finite
number of states and sacrificing all the features of
computers, such as RAM, read-only memory, input-
output devices and processor cores in exchange for
ease of understanding, ease of reasoning and ease of
software or hardware implementation. It can be said
that FSM is an algorithmic component of a “data-
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other algorithms; they serve as a means of achieving
the ultimate goal — the implementation of the
algorithm. A neural network is a computational or
logical circuit built from homogeneous processing
elements, which are simplified functional models of
neurons. The transfer functions of all neurons in a
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neural network are fixed, and the weights are para-
meters of the neural network and can be changed.
Neural networks are trained using genetic or other
exponential algorithms.

Such algorithms take a long time to work, take
up a lot of memory, and, moreover, are not abso-
lutely accurate. Any neural network is a finite state
machine and any finite state machine can be replaced
by a suitable neural network [1]. The equivalence of
the structures of finite state machines and neural
networks makes it possible to solve the problems of
their structural synthesis using the same methods.
The problem of structural synthesis, both of a
DFSM and a neural network, belongs to the area of
NP — hard.

1. Finite State Machines:
the basic concepts and problems

Finite state machine (FSM) is a model of a
computing device with a fixed and finite amount of
memory. They read and process a chain of input
symbols belonging to a finite set. Among the first
researchers in the search of the simplest models of
finite state machines were McCulloch and Walter
Pitts, who proposed a concept similar to a finite
state machine in 1943 [2].

An autonomous FSM, starting from a certain
chart (diagram), can only generate a periodic
sequence of x states. Such sequential execution of a
given cycle of operations is typical for many areas
of modern technology, therefore, the dynamic
systems, which in an acceptable idealization can be
considered as an autonomous FSM, are widely
applied particularly for the implementation of an
automaton approach to programming. The theory of
formal languages [3—7] may be used for their design.
And, finally, and most importantly, autonomous
FSM are used in the synthesis of logic control algo-
rithms [8-12].

The finite state machine transforms the input
character sequences into the state or the output
character sequences. Theoretically the deterministic
state machine (DFSM) can becreated from non-
deterministic state machine (NFSM) according to
reduction of DFSM to NFSM (Kleene's theorem
[13]). Since the number of states (output symbols)
is finite, the question is: what input sequences cause
each of the possible states (or each of the output
symbols) to occur? The answer was given by
Kleene's theorems [13], which established that only

the events of the regular sets can be represented in a
finite state machine. In this case, an algorithm for
constructing any regular sets can be established.

However, in practice, determination is not
always possible, since in the worst case the number
of states in an equivalent DFSM grows expo-
nentially with the increase in the number of states of
the original NFSM. This situation becomes the main
problem when creating algorithms for reducing the
NFSM to the form of a DFSM.

So, the main problem arises: how to make a set
regular? The set becomes regular if it can be
ordered. And there is no efficient way to understand
whether the set is regular or not. Limitations on the
capabilities of computers (Godel’s theorem [14])
made it necessary to use technologies of genetic
(evolutionary) or other exponential algorithms in
order to create DFSM.

Thus, the finite state machines are classified as
the deterministic (DFSM) and the non-deterministic
(NFSM). The only and main difference between
NFSM (non-regular set) and DFSM (regular set) is
the existence of several transitions in one symbol
from one state. A deterministic finite automaton is
one in which, for any given sequence of input sym-
bols, there is only one state to which the automaton
can go from the current state.

If the class of the dynamical systems can be
extended in order to include infinite memory, then
for the dynamical systems of this wider class (Turing
machines) the answer to the question “what can
they do?” is much simpler — they can implement
any predefined algorithm. The concept of a Turing
machine underlies the definition of the concept of
an algorithm: an algorithm is any process that can
be carried out on a finite state machine supple-
mented with the infinite memory, that is, algo-
rithmically complete machines: on a Turing machine
[15], on a Post machine [16], etc.

According to the above definition, determi-
nistic finite automata are always complete — they
define a transition for each state and for each input
symbol. In addition, to ensure the uniqueness of the
algorithms, the synthesised finite automata must be
deterministic (ordered). When developing programs
that are characterised by complicated control logic,
one can use the automaton approach, which allows
making the program text more regular and compact.

Finite state machines (FSM) can be represented
as block diagrams; it is the traditional technology
for algorithms. The most convenient form of their
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representation for a person is a graphical one — a
state-transition-diagram, and for programming and
formal transformations — a tabular one. State
diagrams provide a graphical way to model how a
system responds to a disturbance, and is a graph. It
specifies how the system can move from one state
(vertex) to another one. A key characteristic of such

1 ‘ 0 1
ofjo:

a

event-driven systems is that the behaviour of the
system often depends not only on the last or current
event, but also on the previous events, which is
expressed using a state diagram. So, a state diagram
for a finite state machine is an ordered graph in
which the vertices denote states, and the arcs show
transitions between two states (Figure 1).

Figure 1. The graphical representation of the finite state machines: a —S;, S, — states.
The arces are labeled by input data; b —S,, S;, S, — states.
The arces are labeled as j/k, where j — input data, k — output data

Source: made by the author

In terms of graph theory, the problem of cover-
ing all transitions of the automaton is formulated as
the task of graph traversal, that is, passing along a
route containing al the arcs of the graph. There are
two main problems associated with the graph
traversal for the automaton state machine: non-
determinism and too large size of the graph. A non-
deterministic automaton is an automaton in which
the transition function is ambiguous: one pair
corresponds to severa arcs in the graph. Since the
choice of one or another of these arcs cannot be
determined by the test action, it is impossible to
guarantee the unambiguous traversal of the state
graph during testing. Although it should be noted
that the ambiguity of the exit function does not
create additional problems. It is only required that
some predicate from the state, input, and output
symbols be satisfied. [12]. The evaluation of the
DFSM generation algorithm is disappointing. The
process of generating a DFSM is a NP — hard
problem. But on the other hand, after the DFSM is
generated, it processes any symbol in constant time
and a string of length N in O(N) time.

An NFSM in a state-transition diagram can
have two or more arcs as outputs from the same
state labeled with the same input symbol. Such a
NFSM does not have an adequate tabular
(functional) representation, but can be transformed
into a conventional DFSM. The lack of an interna
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memory limits its ability to transform chains (simu-
lation ability). Although in the general case such
restrictions allow to solve many problems.

The are dso controlling FSM. Their main diffe-
rence from other types of FSMs (transformers and
recognizers) is that they contain not separate input
actions, but Boolean formulas from them [18-21]
in the transition marks. However, the construction
of control FSM is even more difficult, and in some
cases, it is not possible to build such an automata
at all.

The ordering of control FSMs using the
exhaustive enumeration, even with small sizes of
FSM, is extremely time-consuming, and their
heuristic construction does not always give accept-
able results, although sometimes this is the only
way. The simulated annealing method does not
provide a significant improvement [20]; ant algo-
rithms are more suitable for problems where solution
isto find paths in a graph. Therefore the most of the
work in the field of software search engineering is
based on the use of evolutionary algorithms [21].
One of the most important adventages of genetic
(evolutionary) algorithms is the absence of the need
for information about the behaviour of the function
and the negligible impact of possible gaps on
optimisation processes.

Genetic algorithms are also used to increase the
efficiency of neural networks training. The explo-
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sive growth of interest in artificia intelligence (Al)
is mainly due to the growth of computing capa-
bilities with its help, and not to the emergence of
new algorithms.

The task of structural synthesis is to construct
an automaton diagram of minimal complexity. It
should be noted that the problem itself is NP — hard.
GOdel’s theorems [14] are directly related to the
limitation of the capabilities of computers, which
also were recognized by Turing, Church, Nagel and
others. Turing showed that the same restrictions
apply to humans[15]. In this regard, neural network
technologies began to be used to create FSM, that
is, researchers began to create FSM, using neura
networks or genetic (evolutionary) algorithms.

2. Neural network. The basic concepts.
Problems

Recently, more and more people began to
discuss neural networks, and great attention is being
paid to the creation of artificial intelligence based
on artificial neural networks. A lot of attention is
being paid to this scientific area. Let us briefly
review the principles that are embedded in auto-
matic neural networks.

A biological neuron has processes of nerve
fibers of two types: dendrites, through which
impulses are received, and an axon (it is the only
one), along which a neuron can transmit an impulse.
The axon contacts the dendrites of other neurons
through specia formations — synapses, which
affect the strength of the impulse. It can be assumed
that during the passage of the synapse, the strength
of the impulse changes a certain number of times,
which is called the weight of the synapse. Impulses
received by the neuron simultaneously through
several dendrites are summed up. If the tota
impulse exceeds a certain threshold, the neuron is
excited, generates its own impulse and transmits it
further along the axon. It is important to note that

Traditional neural network

Static

Single

synaptic neuron

weight output
a b

Dynamic
synaptic weight

the weights of synapses can change over time,
which means that the behaviour of the correspond-
ing neuron also changes.

Neural networks are artificial, multilayer, highly
parald logica structures made up of formal neurons.
The foundation of the theory of neural networks and
neurocomputers was laid by the work of American
neurophysiologists [2]. The book [22] had a signi-
ficant influence on the further development of the
neural network theory. The theory of neura
networks continues to develop quite intensively at
the beginning of the 21st century. Potential areas of
application for artificial neural networks are those
where human intelligence is inefficient and tradi-
tional computations are time-consuming or physi-
cally inadequate. The relevance of the use of neural
networks increases many times when it becomes
necessary to solve poorly formalized problems. The
main areas of application of neural networks:
automation of the classification process, forecast-
ing, recognition process, decision-making process;
management, coding and decoding of information;
approximation of dependencies, etc. With the help
of neura networks, an important task in the field of
telecommunications is successfully solved — the
design and optimisation of communication net-
works, as well as the tasks of designing new tele-
communication networks.

Thus, the creation of automatic systems based
on a neural network consists of choosing the net-
work architecture and the selecting of the network
weights. The selection of weights is the process of
“training” the network. Neural networks turn out to
be something between a central processing unit and
a human brain. At this moment the selection of
weights is carried out using either genetic ago-
rithms or expert assessments. So, aneural network is a
computational or logical chart built from homo-
geneous processor elements, which are the simpli-
fied functional models of neurons (Figure 2).

Dynamic Neural Network

Multiple neuron
output

Figure 2. The graphical representations of the neural networks:
a — Traditional neural network; & — Dynamic neural network

Source: made by the author
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As arule, the transfer functions of all neurons
in a neura network are fixed, and the weights are
the parameters of the neural network and can
change. Some inputs of neurons are labeled as
external inputs of the neural network, and some
outputs are labeled as external outputs.

The work of the neural network is to transform
the input signal into an output signal, and this
transformation is determined by the weights of the
neural network. A formal neuron in neural networks
is a processor element, which is a data converter
that receives input data and transforms it in
accordance with a given function and parameters. A
synapse in neural networks is a connection between
formal neurons. The output signal from a neuron
enters the synapse, which transmits it to another
neuron. Complicated synapses can have memory.
As a rule, there are quite a lot of synapses in a
neural network. An adder in neural networks is a
block that sums up the signals coming from neurons
through synapses. In a general case, an adder can
transform signals and transmit them to neurons or
adders al so through synapses.

3. Graphical representation of the main
elements of a finite machine
on formal neurons

Let the functions of the finite automaton be
given. It is necessary to build its block diagram on
formal neurons. Thus, it is necessary to show the
connection between the structure of an ordinary
network model and the structure of an automaton
based on forma neurons (AFN). To solve this
problem, an ordinary normal network models can be
used [23], since they contain the vertices of only
well-defined types. Structural-optimal network
models are best suited since they do not have the
simplest vertices in which no logical functions are
implemented. It is known that the canonical edge
graph has four types of vertices [23]. These four
types of vertices are similar to the main types of
structural formations of the nervous system of
living beings, which includes:

e Receptors — nerve endings that transmit
external excitations to the nervous system (cells that
have only outputs);

e Neurons — are nerve cells with m, > 1
inputs (dendrites) and only one output (axon) (a
formal neuron has the same structure [23];

e Branching of axons that transmit nerve
excitations to other neurons and tissues, that is, the
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elements of the nervous system that have one input
and m, > 1 outputs;

o Effectors (endings) that transmit nerve exci-
tations to the working organs, that is, cells that have
only inputs from the nervous system.

The obvious analogy between the structure of a
canonical edge graph and that of a neural network,
as well as between the structure of one of the types
of vertices of a canonical edge graph and that of a
formal neuron, leads to the reasonable assumption
that canonical edge graphs can be used in order to:

e Formalise the synthesis of the structure of
automatic devices and systems built on formal neu-
rons,

e Formalise the synthesis of mathematical
models that would enable studying individual
functions of the nervous system of a living
organism, implemented in accordance with a given
logic and a set of external excitations.

The stated assumption is quite consistent with
the theorem given in [24] that any finite automaton
can be replaced by a suitable network of formal
neurons.

The question arises: is it possible, using the
principle of normalizing, to transform the diagram
of a given finite machine into a network consisting
of formal neurons? Using the example of normal
algorithm synthesis [23], it was shown that operators
can be represented as arcs of a canonical edge
graph, connecting vertices of certain four types.
Thus, it turns out that there is a similarity between
the structure of the nervous system and the structure
of norma agorithms. This similarity alows us to
suggest that the basis of nervous activity, including
higher, apparently, is a process similar to a normal
algorithm, although, most likely, everything happens
the other way around: normal algorithms intuitively
reflect the internal activity of the nervous system.

Another consideration leads to these assump-
tions. Any change in the canonical system of binary
relations by introducing additional links (pairs
(qi,q ]-) of elements) violates the canonicity of the
system of binary relations and requires its normali-
sation, which is associated with an increase in the
order of the matrix and a change in the structure of
the graph and the corresponding normal algorithm.
Probably something similar occurs in the process of
higher nervous activity. A new external stimulus or
new needs, which the body's response to these
stimuli must meet, is equivalent to establishing new
connections in the brain. This violates the “normal
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algorithm” existing in the brain and requires its new
normalisation, which is because new brain cells are
involved. All this is smilar to the An —
transformation of the adjacency matrix until the
“agorithm” becomes norma again. One more
suggestion should be added. The structure of a
normalized matrix always depends on what new
links need to be normalised. The emergence of the
required new connections will determine the nature
and the result of the work of the new algorithm of
the nervous system model.

4. The formulation of the problem

From all that has been said above, it is clear
that any neura network is a finite state machine.
Likewise, any state machine can be replaced with a
suitable neura network. Therefore, the problems of
structural synthesis, both for the neura networks
and the finite machine, can be solved by the same
methods.

Consequently, one can try to build a model of
the nervous system that organises itself under the
influence of external stimuli and find expedient
external stimuli and methods of self-organisation.
The above assumptions may seem very bold, but
automatic devices based on formal neurons have a
very high reliability [24], so the solution of the

0
@O O
0 O

a

problem of their synthesis is certainly very impor-
tant and relevant.

Let us consider an example of synthesising a
block diagram of afinite machine on formal neurons.
In terms of network models, a forma neuron,
together with its output (axon), can be represented
as an arc of a directed graph, the initial vertex of
which must be of the second type, and the final
vertex must be of the third type. Let us give conven-
tional names to the types of vertices of the canoni-
cal edge graph (Figure 3, a) by analogy with neural
networks:

o Vertex of thefirst typeisareceptor.

e Vertex of the second type is aneuron.

e Vertex of the third kind is an axon.

o Vertex of the fourth type is an effector.

Note that these vertices are considered together
with their inputs and outputs. Each of these vertices
can be connected by an arc with the other vertices
(Figure 3).

Possible connections of neural network vertices
are shown in the matrix in Figure4, a. The same
figure shows the second matrix (Figure 4, b), where
the units are replaced by conventional signs that
determine the nature of the connections of the arc
connecting the nodes of the neural network with
other arcs.

0 Q
OG-0 O
0 O

d

C

Figure 3. Types of the neural network vertices:
a— Receptor: pO(p) = 0; p™M(p) = 1; b— Neuron: pO(m) > 1; pP(u) = 1;
c— Axon: p (@) = 1; p™M(a) = 1; d —Effector: p I (3) = 1; pMP(3) = 0
Source: made by the author

PHADH PHAD
PlOo|1]1]1 Pl | o|l=1>11
H0o|1]1]1 H|
Aloj1]1]1 A AN - ||
5(0/0/0/0 3 ZINENEN
a b

Figure 4. Possible neural network connections:
a — Matrix of the connections of neural network vertices;
b — Matrix with conventional signs that determine the nature of the connections of the arcs,
and the table with conventional signs
Source: made by the author
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Let usintroduce the following characteristics of
arc connections in a neural network:

e 1j—; —isthe specific “load” of the j-th arc
coming out of some vertex, from each of the arcs
entering the initial vertex of the j-th arc;

e u;—j — isthe “participation share’ of the
i-th arc in the "load" of al arcs emerging from the
vertex, which isthe end of the i-th arc.

The calculation of A;_; and y; — ; is performed
as follows. For a normal adjacency matrix, the ma-
trix [Jwg;||} of the “relative weights’ of the le-

ments of the adjacency matrix is calculated.
For each r;; = 1 the corresponding value of w;;

will be:

>

abcdefghnn
ajN1]1 2

b 1 1
HF‘E; 1/1)1 3
il d 1|1
€ 111

f 1 1
g|1 1
>, hia 1

A 21121112

Then:

n n
Aj=i = Z wij; Pi=j = Z wjj-

i=1/; =Y
For example, let the matrix ||rij||11 be given
(see Figure 5, a). For this matrix let us calculate the
matrix [lw;|” and the values A—; and p-;
(Figure 5b). Values 4;-;; p;=;, as well asZ?zl/j 7ij
and X7 )Ty are calculated for each row of the

matrix ||r; ]||f completely determine the types of the

initial and final vertices of any arc of the edge graph
corresponding to one or ancther row of the matrix.
Since an axon can have one or more outputs, the
total number of options for arcs connecting the
vertices of the neural network is 16. All these
options are presented in amatrix and graphical form
in Figure6 and in Tables 1 and 2.

NN
NS

9| % %2
hl % %

Ayl BB1KKKL

b

Figure 5. Matrixes 771 |[r||" and wj7n ||w;|:

.. n . .
a — rjj1n |||, — Matrix of connections of the neural network;

b— wij1n ||w;||” — Matrix of the relative weights of the neural network elements

Source: made by the author

Table 1
Boolean vertexes
Boolean vertex type AND-AND AND-OR AND-AND/OR OR-AND AND/OR-AND
Sub-item number | Il 11l \% \Y
Table 2

Conventional symbols

p=0-

B A<1-

)\=1—>‘
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Figure 6. Sub-options of arcs connecting neural network vertices
Source: made by the author

The same options with the corresponding values
/1j=i; I'li=j; Zi=1/jrij; Zj=1/irij are presented in
Table 3. Table 3 shows the possible types of
Boolean vertices, the designation of which is in
Tables 1 and 2 and in Figure 7. Taking into account
the Boolean types of vertices, the total number of
sub-options for neural network arcs will be 110 (see
Table 3). The number of such sub-options can be
much more if, in addition to Boolean vertices,
certain types of vertices with restrictions, vertices
with negation, or vertices whose logical functions

are determined by Venn diagrams proposed for a
formal neuron [24] will be introduced. The proper-
ties of a formal neuron are described in the relevant
literature [24; 25], etc.

So, the main elements of neural network models
can be represented using the elements (vertices and
arcs) of the canonical edge graph.

Next it is necessary to consider an example of
constructing a structural diagram of an automaton
based on formal neurons (AFN) according to the
given functions of this automaton.
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Table 3
Characteristics of arcs connections
Properties of the connections Initial vertex Final vertex
Option number Number of options
Aj=i Hi=j Z €ij Z €;j | View | Booleantype |View | Boolean type
i T/
1 0 O<p <1 (0) (1) H LIV,V 9
2 0 1 (0) >1 A LILI 9
3 0 1 (0) 1 Wl A [ 3
4 0 0 (0) (0) 3 1,IV,V 9
5 1 O<pu <1 | >t (1) H LIV,V 9
6 1 1 >1 >1 A LILI 9
1LIV,V
7 1 1 >1 1 A | 3
8 1 0 >1 (0) 3 1,IV,V 9
9 0<q<1|0<y<1| (1) (1) LIL H LIV,V 9
10 1 0<pu <1 1 (M) I H LIV,V 3
11 0<A4<1 1 (1) >1 1LIL A LILII 9
12 0<A4<1 1 (1) 1 LI A | 3
13 1 1 1 >1 | A LILII 3
14 1 1 1 1 | A | 1
15 o<t <1 0 (1) (0) LILI 3 1LIV,V 2
16 1 0 1 (0) I 3 LIV,V 3

5. An example of constructing a block diagram
of a finite automaton on formal neurons

As an example, let’s consider the simplest
cases when a neuron implements only such logical
functions as: “AND” or “OR” (Figure 7, a), which
are Boolean. They determine the 6 value, the
threshold of the neuron. Let the finite machine be
given by a diagram (Figure 7, b) or Table 4. In
order to describe the states of the automaton, one
can apply the representation of the states of the
automaton using Boolean functions, depending on
the reasons that generate these states. You can then
replace each of the Boolean expressions containing
the same operations with a single character.

Let us compile a Table 5, in which we assign
the causes to each new state or output signal which
was generated by them in the form of strict
disjunctions of the intersections of input signals and
current states. For example, in order for the
automaton to transfer to the A state, it is necessary
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that the input of the machine in state B be given a
signal a, or that the input of the machine in state C
be given signal b. Next let us compose the initial
set, which includes all states, all input signals, as
well as all necessary combinations of current states
and input signals, a set of states, a set of input
signals, input and output blocks of the automaton.

Neuron Axon
inputs outputs

1
1 -~
1 E ! . . g oy
Neuron «AND»
1 \
=)~
1 -

Neuron «OR»
a b

‘ Neuron | Axon

Figure 7.
a— The simplest cases when a neuron implements only
such logical functions as: “AND” or “OR”;
b — Graph implementation of the finite machine
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Table 4

Diagram of the finite machine

Initial (current) state

B c

Initial symbol a b a b
Next state A c c A
Output symbol y B a y

Table 5

States and symbols of the finite machine
and their previous combinations

State and symbol
of the automata

Previous combination
of states and symbols

a

BNa®CNb

ANa®ANb

| (>

BNb®CNa

]

ANb®BNb

=

ANa®CNa

BNa®CNb

Table 6

Designation of both alphabetic and numeric
characters and their combinations

Elements of the initial set

Previous combinations
of elements
of initial states

Input device X
The set of the initial states X X
The set of the input states X, X

a X,
Input symbols b X

A X, ® d®e
The states of the automata B X, @D fdg

C X, © hdk

d BNa

e CNb
Combinations of current f ANa
(initial) or next states
and input symbols 4 ANb

h BNb

k CNa

a g®dh
Input symbols B fdk

14 a®e
The output of the devices Y a®fdy

Each of the elements of this set will be assigned
an alphabetic or numeric symbol (Table 6). For
each element of the second column of Table 6 in the
third column we shall indicate those elements that
precede the elements of the second column or gen-
erate them.

The diagram of the machine under consideration
includes six combinations of current states and
input signals. Let us designate these combinations
with letters: d, e, f, g, h, k. Now we can
consider the current state of B and the input signal
as causes that give rise to d element, and so on. In
turn, the state B is generated either by choosing this
state from the set X; of all initial states, or by the f
element, or by the g element. Table 6 makes it
possible create a matrix of binary relations defined
on the original set or an adjacency matrix of
elements of the original set (Figure 8). The same
figure shows tables of logical functions of neurons
and axons.

Obviously, each neuron will be formed from a
column that has more than one [;; = 1 element. In

n . .
turn, each row of the ||ll- f”1 matrix, which has more

than one [;; = 1 element, will allow one axon to be
formed. Axons will also be formed from those rows
in which there will be one [;; = 1 element, if this
element is not included in the column from which
the neuron will be formed.

The tables of neurons and axons also indicate
the logical functions they implement. The functions
of neurons are determined directly from Table 6. The
outputs of axons X, X; and X, are determined by the
fact that at the same time the machine can be in only
one of the three states, and only one of the two
signals can be applied to its input. In other cases,
axons (in the machine under consideration) transmit
the same signal generated by the corresponding
neuron through all outputs. For example, the axon
defined by the i = a string simultaneously transmits
asignal a to d, f and k elements.

The matrix ||ll- ]||711 is normalized. In this case, the
cyclomatic number of the graph remains unchanged.
In the ||li ]”;l matrix, the [;; = 1 elements that are
subjected to the An — transformation are circled. Let
us denote these elements as fij. The condition of
conservation of the cyclomatic number allows us to

immediately calculate all the main characteristics of
canonical graphs (Figure 8):
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Figure 8. An adjacency matrix of the elements of the original (n, = 18) set.
Logical functions of the neurons and the axons
Source: made by the author

The order of the matrix:
n, =ny+An = 18 + 27 = 45.

The cyclomatic number:

v(Hk)zv(G)+ZZeij—n0+1=
i
=34-18+1=17.

The number of arcs of the canonical edge
graph: v(Qy) = ny = 45.

The number of the vertexes of the canonica
edge graph:

v(V)) =n,—v(H,) +1=45-17 + 1 = 29.

The number of the arcs of the canonical edge
graph:

v(I) =ZZeU+EZéU =34+27 =
i i
= 61.

e The number of the vertexes of the canonical
vertex graph: v(Qy) = n, = 45.
The normal matrix ||7;;||” of the finite machine

neural network is shown in Figure 9. Table 7 sum-
marizes the characteristics of the arcs of the
canonical edge graph with their initial and final
vertices as elements of a neural network of a finite
machine. The construction of a block diagram of a
finite automaton by the ||FU||: matrix (Figure 9) and
Table7 is easy. Scheme in the form of an edge
graph is shown in Figure 10. It is easy to verify that
this circuit exactly performs the functions of agiven
finite state machine.

Let us set the automaton represented by the di-
agram in Figure 7, b, initial state A and input signal
program ababab ...

Then the aternation of new states and output
signaswill be asfollows:

e |nitial and current state of ABCCAB ...;

e ababab... inputs;

e Following states BCCAB ...;

e Output signals BaByp ...
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Elements of the

Neural network

XX X6 EKabABCos N jALXVERPTOfgdhke ImnpPo qrs t¥ @SBy Y v ey
AN [T T T P PPy Ix]2
X, i L e e e e 2| x| 3
X T 2| x| 4
S > 1 Neuron and axon, which realizes the state 4 3| 6| 5
£ 1 T[] 3¢ 6
K 1 3| k| 7
a 1[1]1 4| a| 8
b Y 111 41 b| 9
A »1]1 5| 4]10
B 11 6| B|11
C| 1[1 71 C|12
) 1 8| 5|13
n 1 8| |15
j I 8| j|14
A 1 9| A(14
H 1 9| 4|16
x 1 1 9| 7|18
v 1 10| V|13
¢ 1 10| ¢ |14
V2 1 11| 7|15
P 1 11| P|16
T 1 121 7|17
(g 1 12| 0|18
f 1 13| f|19
g 11 14| g|20
d 11 15| d|21
h 11 16| h|22
k 11 17| k|23
e 11 18| e|24
! 1 19| 7] 6
m 1 19| m|26
n 1 200 n| 6
p 1 20| p|25
4 1 211 @15
4 1 21| 6|27
q 1 22| q| 7
r 1 221 r(25
K 1 23| s 7
t 1 23| |26
v 1 241 ¥ 5
w 1 24| w|27
5 1] 25| ¢|28
B 1] 26| 5|28
4 1] 27| 7|28
Y| 28] Y[29
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Figure 9. The normal matrix ||7;||” of the finite machine

Source: made by the author

Types of the neuron network vertices

Output D > ‘
i1 big 17
Tput AND ) or 1Y AND/OR
| AND- AND- AND-
G AND @ AND @ OR A D/OR
|
(ujom | 2%
] AND/
Il AND/| OR/
OR | AND

Figure 10. The graph of a finite automaton
Source: made by the author
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Table 7
The characteristics of the arcs of the canonical edge graph with their initial
and final vertices as elements of a neural network of a finite machine
Initial vertex - Final vertex
. . Purpose of the finite state
Elements of the finite machine . A Output
Type Input function machine element Type .
function
Input device. I START The task of start and the work of the program | IlI X:NX,
Sensors of initial states " X.NX Setting initial states Il A @ BBC
and input symbols v Setting input symbol I a®b
¥ Passing command to state A \" A
Signal transmission operations 1l 4 691 B:EBC Passing command to state B \Y] B
Passing command to state C v C
! X, = Passing input symbol a | Ua
a®b Passing input symbol b | Ub
A @D d®de State implementation A | Ua
Neurons — Axons B® fd®yg State implementation B I UB
I\
C @ hdk State implementation C | uc
f
| a Passing input symbol a | d
K
9
| b Passing input symbol b | h
Signal transmission e
operations . f
A Passing command: current state A d
. K
| B Passing command: current state B | g
. h
C Passing command: current state C
e
AUa The formation of f signal Uf
AUb The formation of g signal Ug
NeUrons — AXons BUa The formation of d signal Ud
u _
BUb The formation of h signal Uh
CUa The formation of K signal UK
CUb The formation of e signal Ufe
| f Passing signal f z
. . B
g Passing signal g 4
. . A
| d Passing signal d
Signal transmission operations 1\ Z
h Passing signal h a
. . C
| K Passing signal K 5
. . A
e Passing signal e »
g®h The formation of the output symbol a
Neurons — Axons I\ fOK The formation of the output symbol g \Y a® by
d®e The formation of the output symbol y
Output device \Y | a® Dy | Passing of the output symbol | | | Y
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Let us check the operation of the neural
network according to the given program.

1. The input device X sets the program of work
for the sensor of initial states X; and the sensor of
input X, signals.

2. The sensor of initial states X; generates a
command to transfer the automaton to A state.

3. The input signal of sensor X, generates input
signals according to the program specified by the
input X device.

4. The command to switch the automaton to
state A is transmitted along the arc 3—5 to neuron
5, which implements the specified state on the arc
A (5 — 10) at the ty moment. The signal about this,
equal to 1, is transmitted at the moment ty, + 1 to
vertices 13 and 14.

5. From vertex 4, the signal |a] =1 is trans-
mitted along arcs 4—8 and 8—13, 8—15 and
8—17 to vertices 13, 15 and 17.

6. Vertex 13 is the initial vertex of the neuron
"AND", the threshold of which is equal to: 8 = 2.
Since two signals come to this vertex, neuron 13
generates a signal: f = ANa, which is transmitted
at the moment t, + 2 to vertices 6 and 26.

7. When the signal |f| = 1 enters vertex 6, this
neuron implements state B, and at time t, + 3 the
axon sends a single signal about this to vertices 15
and 16. At the same time, neuron 26 generates a f§
signal, which at time: ty + 3 is transmitted to the
output Y device.

8. Since the input signal a is implemented at
time: ty + 2, then the element X, at time: ty + 2
generates signal b, which is transmitted to vertexes
14, 16 and 18.

9. At vertex 16, the sum of the input signals is
equal to the threshold, so neuron 16 generates an h
signal, which at time: ty + 3 is transmitted from
vertex 22 to vertices 7 and 25.

10. Neuron 7 implements Cstate and neuron 25
generates « signal.

Further operation of the machine is evident and
does not require explanation. It is clear that the
obtained scheme can be completely replaced by a
real construction, including certain physical models
of formal neurons. The above example shows the
synthesis of a very simple machine, but the same
general principles can be applied to synthesise
other, more complicated machine.

Conclusion

1. The structure of the basic elements of AFN
allows their convenient graphical representation in

the form of basic elements of canonical edge graphs.
At the same time, the representation of the AFN ele-
ments, in which logical functions are implemented, is
provided by means of those elements of the cano-
nical edge graph, in which logical functions are also
implemented.

2. The similarity of the structures of canonical
edge graphs and automation on formal neurons (AFN)
allows building block diagrams of AFN automa-
tically, provided that the sets of the states, the input
and output signals of the original finite machine are
specified in the form of a finite vertex graph.

3. The implementation of An — transformation
and matrix normalization make it possible to arrange
the DFSM using a linear algorithm, and sometimes
polynomial in complexity.

4. The main advantage of this approach is that
in its implementation the representation of
complicated logical functions does not require the
use of polynomial algorithms for programming.

5. Abandoning polynomial algorithms for the
representation of logical functions will eventually
lead to a decrease in energy costs and an increase in
accuracy in their calculation. In terms of chip and
printed circuit board technologies, this can lead to a
reduction in chip size and thickness.
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