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In this paper, a region of convergence of the continuous analogy of Newton’s method is
defined and an optimal choice of the parameter 𝜏 is proposed. For the damped Newton’s
method a global convergence is proved and error bounds are obtained. The damping strategies
allow one to extend the convergence domain of the initial guesses. Several damping strategies
were compared. Numerical examples are given and confirm the theoretical results.

Key words and phrases: nonlinear equations in Banach spaces; damped Newton’s
method; recurrence relations; error bounds.

1. Introduction

One of the modifications of Newton method is the well-known continuous analogy
of Newton’s method (CANM) or damped Newton’s method

𝑥𝑘+1 = 𝑥𝑘 + 𝜏𝑘𝑣𝑘, 𝐹 ′(𝑥𝑘)𝑣𝑘 = −𝐹 (𝑥𝑘), 𝑘 = 0, 1, . . . (1)

to solve nonlinear equations 𝐹 (𝑥) = 0 in Banach spaces. In this case 𝐹 : Ω ⊆ 𝑋 → 𝑌
is an operator defined in an open convex subset Ω of the Banach space 𝑋 into the
Banach space 𝑌 . If 𝜏𝑘 ≡ 1 the CANM leads to the Newton method. In our paper [1]
we have shown that the iteration (1) is convergent if 𝜏𝑘 ∈ (0; 2). In the present paper,
we give a 𝜏 -region of convergence of CANM and propose an optimal choice for the
parameter 𝜏𝑘 in (1). We also prove the semilocal convergence theorem for the iteration
(1) by using a technique consisting of a new system of recurrence relations [2].

2. The 𝜏–region of Convergence of the CANM

We study the influence of the parameter 𝜏 on the convergence of method (1).
Consider the open level set 𝐿𝛼 = {𝑥 ∈ Ω; ‖𝐹 (𝑥)‖ < 𝜂/𝛽 = 𝛼} and let 𝐿 ⊂ Ω be
bounded. In that follows we assume that

(𝑐1) ‖𝐹 ′(𝑦)− 𝐹 ′(𝑥)‖ 6 𝐿 ‖𝑦 − 𝑥‖, 𝑥, 𝑦 ∈ Ω,
(𝑐2) ‖(𝐹 ′(𝑥0))

−1‖ 6 𝛽,
(𝑐3) ‖(𝐹 ′(𝑥0))

−1𝐹 (𝑥0)‖ 6 𝜂, 𝑎0 = 𝐿𝛽𝜂,
(𝑐4) 𝐿 ‖(𝐹 ′(𝑥𝑘))

−1‖ ‖(𝐹 ′(𝑥𝑘))
−1𝐹 (𝑥𝑘)‖ 6 𝑎𝑘, 𝑘 = 0, 1, . . .
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Theorem 1. Let us assume that the conditions (𝑐1)−(𝑐4) are satisfied and 𝜏𝑘 ∈ 𝐼𝑘,
where

𝐼𝑘 =

⎧⎪⎨⎪⎩
(︂
0,

−1 +
√
1 + 8𝑎𝑘

2𝑎𝑘

)︂
⊆ (0, 2), 𝑓𝑜𝑟 0 < 𝑎𝑘 6 1,(︁

0,
1

𝑎𝑘

)︁
, 𝑓𝑜𝑟 1 < 𝑎𝑘 < 𝑀 <∞.

(2)

Then the sequence {𝑥𝑘} obtained by (1) is well defined and remains in 𝐿𝛼 and con-
verges to some 𝑥* with 𝐹 (𝑥*) = 0.

Proof. We notice first of all that

𝜏𝑘𝑎𝑘 < 1, 𝑘 = 0, 1, . . . ,

as 𝜏𝑘 ∈ 𝐼𝑘. By induction we prove that there exists Γ𝑘+1 = (𝐹 ′(𝑥𝑘+1))
−1, such that

‖Γ𝑘+1‖ 6
‖Γ𝑘‖

1− 𝑎𝑘𝜏𝑘
. (3)

Now from the conditions (𝑐1) and (𝑐4) we have

‖𝐼 − Γ𝑘𝐹
′(𝑥𝑘+1)‖ 6 ‖Γ𝑘‖ ‖𝐹 ′′(𝑥𝑘)− 𝐹 ′(𝑥𝑘+1)‖ 6 𝐿 ‖Γ𝑘‖ ‖𝑥𝑘+1 − 𝑥𝑘‖ =

= 𝜏𝑘𝐿 ‖Γ𝑘‖ ‖Γ𝑘𝐹 (𝑥𝑘)‖ 6 𝜏𝑘𝑎𝑘 < 1, 𝑘 = 0, 1, . . .

So, by the Banach perturbation lemma there should exist Γ𝑘+1 satisfying (3). Thus
the sequence {𝑥𝑘} obtained from the damped Newton iteration is well defined. The
Taylor expansion of 𝐹 (𝑥) about 𝑥𝑘 gives

𝐹 (𝑥𝑘+1) = 𝐹 (𝑥𝑘) + 𝐹 ′(𝜉𝑘)(𝑥𝑘+1 − 𝑥𝑘) =

= (1− 𝜏𝑘)𝐹 (𝑥𝑘) + (𝐹 ′(𝜉𝑘)− 𝐹 ′(𝑥𝑘))(𝑥𝑘+1 − 𝑥𝑘), (4)

where 𝜉𝑘 = 𝜃𝑥𝑘 + (1− 𝜃)𝑥𝑘+1, 𝜃 ∈ (0, 1). Using the conditions (𝑐1) and (𝑐4) in (4) we
have

‖𝐹 (𝑥𝑘+1)‖ 6 𝜓(𝜏𝑘)‖𝐹 (𝑥𝑘)‖, (5)

𝜓(𝜏𝑘) = |1− 𝜏𝑘|+ 𝑎𝑘𝜏
2
𝑘 . (6)

It is easy to show that
𝜓(𝜏𝑘) < 1 (7)

under the condition 𝜏𝑘 ∈ 𝐼𝑘. Therefore, from (5) we deduce the following

‖𝐹 (𝑥𝑘)‖ 6 𝜓(𝜏𝑘−1)𝜓(𝜏𝑘−2) · · ·𝜓(𝜏0)‖𝐹 (𝑥0)‖. (8)

According to (7) we have

‖𝐹 (𝑥𝑘)‖ < ‖𝐹 (𝑥0)‖ <
𝜂

𝛽
, 𝑘 = 1, 2, . . . ,

i.e. 𝑥𝑘 ∈ 𝐿𝛼 for all 𝑘 = 1, 2, . . . From (8) we obtaine

‖𝐹 (𝑥𝑘)‖ → 0 at 𝑘 → ∞.

Since 𝐿𝛼 is bounded, there exists an accumulation point 𝑥* of the sequence {𝑥𝑘} with
𝐹 (𝑥*) = 0. �
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We call the interval 𝐼𝑘 by the 𝜏–region of convergence, as well as call the value 𝜏𝑘,
such that

𝜓(𝜏𝑘) = min
𝜏𝑘∈(0,2)

𝜓(𝜏),

the optimal one and denote it by 𝜏𝑜𝑝𝑡. The direct calculation gives us

𝜏𝑜𝑝𝑡 =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
1, for 0 < 𝑎𝑘 6

1

2
,

1

2𝑎𝑘
, for

1

2
< 𝑎𝑘 < 1,

1

𝑎𝑘
− 𝜀, for 𝑎𝑘 > 1,

𝜓(𝜏𝑜𝑝𝑡) =

⎧⎪⎪⎨⎪⎪⎩
𝑎𝑘, for 0 < 𝑎𝑘 6

1

2
,

1− 1

4𝑎𝑘
<

3

4
, for

1

2
< 𝑎𝑘 < 1,

1− 𝜀+ 𝜀2𝑎𝑘, for 𝑎𝑘 > 1.

(9)

Here 𝜀 is a small number. Some particular choices of the parameter, in contrast to
the optimal one, may be useful. We consider

𝜏𝑘 =
−1 +

√
1 + 8𝑎𝑘

4𝑎𝑘
, (10)

which is a middle point of the admissible interval 𝐼𝑘. Since 𝜏𝑘 < 1, then from (6) we
obtain

𝜓(𝜏𝑘) =
3

2
(1− 𝜏𝑘). (11)

In (11) we can see that 𝜓(𝜏𝑘) < 1 if 𝜏𝑘 > 1/3. On the other hand, the 𝜏𝑘 is decreasing
and 𝜓(𝜏𝑘) is increasing with respect to 𝑎𝑘. Therefore from (10) and (11) we get

1

3
< 𝜏𝑘 < 1, 0 < 𝜓(𝜏𝑘) < 1, 𝜏𝑘𝑎𝑘 < 1

under condition 0 < 𝑎𝑘 < 3. Thus, the choice (10) allows us to weaken the condition
imposed on 𝑎𝑘. From (10), (11) it follows that 𝜏𝑘 → 1 and 𝜓(𝜏𝑘) → 0 at 𝑎𝑘 → 0.
Moreover, if 𝑎𝑘+1 < 𝑎𝑘 for 𝑘 = 0, 1, . . . , then we have

𝜏0 < 𝜏1 < · · · < 𝜏𝑘 < · · · < 1, 0 < 𝜓(𝜏𝑘) < · · · < 𝜓(𝜏1) < 𝜓(𝜏0).

It should be pointed out that, according to affine invariance property [3] we can also
take

𝜏𝑘 =
−1 +

√
1 + 2𝑏𝑎𝑘

𝑏𝑎𝑘
, for ∀𝑏 > 0, 𝑘 = 0, 1, . . . , (12)

which has the same properties as 𝜏𝑘 given by (10), i.e. 𝜏𝑘 : (0;∞) → (0, 1) and
decreasing with respect to 𝑎𝑘.

Theorem 2. Suppose the conditions (𝑐1) − (𝑐4) are satisfied and 𝜏𝑘 is given by

(12) with 0 < 𝑎𝑘 <
𝑏+ 2

2
. Then the sequence {𝑥𝑘} obtained by (1) is well defined and

remains in 𝐿𝛼 and converges to some 𝑥* with 𝐹 (𝑥*) = 0.

Proof. By virtue of (6) and (12) we have

𝜓(𝜏𝑘) =
𝑏+ 2

𝑏
(1− 𝜏𝑘).
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Since 𝜏𝑘(𝑎𝑘) is a decreasing function with respect to 𝑎𝑘 and 𝜓(𝜏𝑘) is decreasing

too with respect to 𝜏𝑘, and 0 < 𝑎𝑘 <
𝑏+ 2

2
, then we get

2

𝑏+ 2
< 𝜏𝑘 < 1, and

0 < 𝜓(𝜏𝑘) < 1, 𝜏𝑘𝑎𝑘 < 1. The proof follows immediately from (5) and (8). �

The above derived admissible interval (2) and the theoretical optimal value as well
as the particular choices (10), (12) cannot be implemented directly, since the arising
quantities 𝑎𝑘 are computationally unavailable due to the arising Lipschitz constant,
‖Γ𝑘‖ and ‖Γ𝑘𝐹 (𝑥𝑘)‖. However, the obtained theoretical results can be useful for
the construction of computational strategies. Namely, from the assumption (𝑐4) it is
evident that ‖𝐹 (𝑥𝑘)‖ → 0 if 𝑎𝑘 → 0, and 𝑎𝑘 → ∞ if ‖𝐹 (𝑥𝑘)‖ → ∞.

Therefore, replacing 𝑎𝑘 in (12) by 𝑦𝑘 = ‖𝐹 (𝑥𝑘)‖, we obtain

𝜏*𝑘 =
2

1 +
√
1 + 2𝑏𝑦𝑘

∈ (0, 1), 𝑏 > 0. (13)

The function 𝜏*𝑘 = 𝜏*𝑘 (𝑦𝑘) decreases with respect to 𝑦𝑘. From (13) it is also clear
that 𝜏*𝑘 → 1 if 𝑦𝑘 → 0, and 𝜏*𝑘 → 0 if 𝑦𝑘 → ∞. We have the following theorem.

Theorem 3. Suppose the conditions (𝑐1) − (𝑐4) are satisfied and 𝜏𝑘 is given by

(13). Suppose also that 0 < 𝑎𝑘 <

√
1 + 2𝑏𝑦𝑘

2
. Then the sequence {𝑥𝑘} obtained by (1)

is well defined and remains in 𝐿𝛼 and converges to some 𝑥* with 𝐹 (𝑥*) = 0.

Proof. By virtue of (6) and (13) we have

𝜓(𝜏*𝑘 ) =
𝑏𝑦𝑘 + 2𝑎𝑘

1 + 𝑏𝑦𝑘 +
√
1 + 2𝑏𝑦𝑘

. (14)

From (13), (14) it is easy to show that the next two inequalities hold simultaneously

𝜏*𝑘𝑎𝑘 < 1 and 𝜓(𝜏*𝑘 ) < 1 (15)

under the condition

0 < 𝑎𝑘 <
1 +

√
1 + 2𝑏𝑦𝑘
2

≡𝑀𝑘 (14𝑎)

or equivalently

𝑦𝑘 >
2𝑎𝑘(𝑎𝑘 − 1)

𝑏
. (14𝑏)

Since 0 < 𝜏*𝑘 < 1 and 𝜏*𝑘𝑎𝑘 < 1 then 𝜏*𝑘 ∈ 𝐼𝑘. As a consequence, the assertion of the
theorem follows directly from Theorem 1. �

Corollary. Theorem 3 is valid for any choice 𝜏𝑘 ∈ (0, 𝜏*𝑘 ].

Indeed, 𝜏𝑘𝑎𝑘 6 𝜏*𝑘𝑎𝑘 < 1 and for such 𝜏𝑘 we have 𝜓(𝜏𝑘) = 1 − 𝜏𝑘 + 𝑎𝑘𝜏
2
𝑘 < 1,

that assures a reduction of the residual norm, i.e. ‖𝐹 (𝑥𝑘+1)‖ < ‖𝐹 (𝑥𝑘)‖. However
the choice 𝜏*𝑘 is preferable in the sense that 𝜏*𝑘 → 1 as 𝑦𝑘 → 0 and the method (1)
asymptotically leads to quadratically convergent Newton method. Nevertheless, there
arises a question of the choice of the parameter 𝑏 in (13). In our opinion, it must be
done in such a way that the damped Newton’s method converges rapidly.

3. A Semilocal Convergence of CANM

We define the sequence

𝑎𝑛+1 = 𝑓(𝑎𝑛, 𝜏𝑛)
2𝑔(𝑎𝑛, 𝜏𝑛)𝑎𝑛, 𝑎0 = 𝐿𝛽𝜂, 𝑛 = 0, 1, . . . , (16)
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where

𝑓(𝑥, 𝜏) =
1

1− 𝜏𝑥
, 𝑔(𝑥, 𝜏) = |1− 𝜏 |+ 𝜏2𝑥. (17)

We need the following auxiliary lemmas, whose proofs are trivial from [2].

Lemma 1. Let 𝑓 and 𝑔 be two real functions given by (17). Then
(i) For a fixed 𝜏 ∈ (0, 1], 𝑓(𝑥, 𝜏) and 𝑔(𝑥, 𝜏) increase as a function of

𝑥 ∈ (0, 1/𝜏) and 𝑓(𝑥, 𝜏) > 1,
(ii) 𝑓(𝛾𝑥; 𝜏) < 𝑓(𝑥; 𝜏) and 𝑔(𝛾𝑥, 𝜏) 6 𝛾𝑝𝑔(𝑥, 𝜏) for 𝛾 ∈ (0, 1],

where

𝑝 =

{︂
0, if 𝜏 ̸= 1,

1, if 𝜏 = 1.

Lemma 2. Let 0 < 𝑎0 <
3−

√
5

2
and 𝜏𝑘 ∈ (0, 1) for all 𝑘 = 0, 1, . . . Then the

sequence {𝑎𝑛} is decreasing, i.e.

0 < · · · < 𝑎𝑛 < 𝑎𝑛−1 < · · · < 𝑎1 < 𝑎0 <
3−

√
5

2
.

Lemma 3. Let us suppose the conditions of Lemma 2 are satisfied and define
𝛾 = 𝑎1/𝑎0. Then

(i) 𝛾 = 𝑓(𝑎0, 𝜏0)
2𝑔(𝑎0, 𝜏0) ∈ (0, 1),

(ii) 𝑎𝑛 6 𝛾(1+𝑝)𝑛−1

𝑎𝑛−1 6 · · · 6 𝛾
(1+𝑝)𝑛−1

𝑝 𝑎0,

(iii) 𝑓(𝑎𝑛, 𝜏𝑛)𝑔(𝑎𝑛, 𝜏𝑛) 6 𝛾(1+𝑝)𝑛Δ with Δ =
1

𝑓(𝑎0, 𝜏0)
< 1.

Notice that

𝐿 ‖Γ0‖ ‖Γ0𝐹 (𝑥0)‖ 6 𝑎0,

‖𝑥1 − 𝑥0‖ 6 ‖Γ0𝐹 (𝑥0)‖ 6 𝜂 < 𝑅𝜂 with 𝑅 =
1

1−Δ𝛾
> 1,

i.e. 𝑥1 ∈ 𝐵(𝑥0, 𝑅𝜂) = {𝑥 ∈ 𝑋; ‖𝑥 − 𝑥0‖ < 𝑅𝜂}. In these conditions we prove, for
𝑛 > 1, the following statements:

(I𝑛) ‖Γ𝑛‖ 6 𝑓(𝑎𝑛−1, 𝜏𝑛−1) ‖Γ𝑛−1‖,
(II𝑛) ‖Γ𝑛𝐹 (𝑥𝑛)‖ 6 𝑓(𝑎𝑛−1, 𝜏𝑛−1)𝑔(𝑎𝑛−1, 𝜏𝑛−1) ‖Γ𝑛−1𝐹 (𝑥𝑛−1)‖,
(III𝑛) 𝐿 ‖Γ𝑛‖ ‖Γ𝑛𝐹 (𝑥𝑛)‖ 6 𝑎𝑛,
(IV𝑛) 𝑥𝑛+1 ∈ 𝐵(𝑥0, 𝑅𝜂).

Assuming 𝜏0𝑎0 < 1 and 𝑥1 ∈ Ω, we have

‖𝐼 − Γ0𝐹
′(𝑥1)‖ 6 ‖Γ0‖ ‖𝐹 ′(𝑥0)− 𝐹 ′(𝑥1)‖ 6 𝐿 ‖Γ0‖ ‖𝑥1 − 𝑥0‖ =

= 𝜏0𝐿 ‖Γ0‖ ‖Γ0𝐹 (𝑥0)‖ 6 𝜏0𝑎0 < 1.

Then by the Banach lemma, Γ1 exists and

‖Γ1‖ 6
‖Γ0‖

1− ‖Γ0‖ ‖𝐹 ′(𝑥0)− 𝐹 ′(𝑥1)‖
6 𝑓(𝑎0, 𝜏0) ‖Γ0‖,

and (I1) is true. On the other hand, according to (1), we have

𝐹 (𝑥𝑛+1) = (1− 𝜏𝑛)𝐹 (𝑥𝑛) + (𝐹 ′(𝜉𝑛)− 𝐹 ′(𝑥𝑛))(𝑥𝑛+1 − 𝑥𝑛),

where 𝜉𝑛 = 𝜃𝑥𝑛 + (1− 𝜃)𝑥𝑛+1, 𝜃 ∈ (0, 1), and

𝐹 ′(𝑥𝑛+1) = 𝐹 ′(𝑥𝑛)(𝐼 − 𝑃𝑛), 𝑃𝑛 = Γ𝑛(𝐹
′(𝑥𝑛)− 𝐹 ′(𝑥𝑛+1)).
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If 𝑥𝑛, 𝑥𝑛+1 ∈ Ω following

‖𝑃𝑛‖ 6 𝐿 ‖Γ𝑛‖ ‖𝑥𝑛+1 − 𝑥𝑛‖ 6 𝜏𝑛𝐿 ‖Γ𝑛‖ ‖Γ𝑛𝐹 (𝑥𝑛)‖ 6 𝜏𝑛𝑎𝑛 < 1.

Then Γ𝑛+1 = (𝐼 − 𝑃𝑛)
−1Γ𝑛, and for 𝑛 = 0, if 𝑥0, 𝑥1 ∈ Ω, we have

Γ1𝐹 (𝑥1) = (𝐼 − 𝑃0)
−1Γ0{(1− 𝜏0)𝐹 (𝑥0) + (𝐹 ′(𝜉0)− 𝐹 ′(𝑥0))(𝑥1 − 𝑥0)} =

= (𝐼 − 𝑃0)
−1{(1− 𝜏0)− 𝜏0Γ0(𝐹

′(𝜉0)− 𝐹 ′(𝑥0))}Γ0𝐹 (𝑥0).

Thus, we get

‖Γ1𝐹 (𝑥1)‖ 6
1

1− 𝜏0𝑎0
{|1− 𝜏0|+ 𝜏20 𝑎0} ‖Γ0𝐹 (𝑥0)‖ = 𝑓(𝑎0, 𝜏0)𝑔(𝑎0, 𝜏0) ‖Γ0𝐹 (𝑥0)‖,

i.e. (II1) is true. To prove (III1) and (IV1), we use

𝐿 ‖Γ1‖ ‖Γ1𝐹 (𝑥1)‖ 6 𝑓(𝑎0, 𝜏0)2𝑔(𝑎0, 𝜏0)𝐿 ‖Γ0‖ ‖Γ0𝐹 (𝑥0)‖ 6 𝑓(𝑎0, 𝜏0)2𝑔(𝑎0, 𝜏0)𝑎0 = 𝑎1

and

‖𝑥2 − 𝑥0‖ 6 ‖𝑥2 − 𝑥1‖+ ‖𝑥1 − 𝑥0‖ 6 𝜏1‖Γ1𝐹 (𝑥1)‖+ 𝜏0‖Γ0𝐹 (𝑥0)‖ 6

6 [𝜏1𝑓(𝑎0, 𝜏0)𝑔(𝑎0, 𝜏0) + 𝜏0] ‖Γ0𝐹 (𝑥0)‖ 6 𝜂
(︂
1 +

𝛾

𝑓(𝑎0, 𝜏0)

)︂
=

= 𝜂(1 + Δ𝛾) <
𝜂

1−Δ𝛾
= 𝑅𝜂,

i.e. 𝑥2 ∈ 𝐵(𝛼0, 𝑅𝜂) and this proof holds by induction for all 𝑛 ∈ N. Now following an
inductive procedure and assuming 𝑥𝑛+1 ∈ Ω the items (I𝑛)–(IV𝑛) are proved.

To establish the convergence of {𝑥𝑛}, we only have to prove that it is a Cauchy
sequence and that 𝑥𝑛+1 ∈ Ω. We note that

‖Γ𝑛𝐹 (𝑥𝑛)‖ 6 ‖Γ0𝐹 (𝑥0)‖𝐺𝑛, 𝐺𝑛 =
𝑛−1∏︁
𝑘=0

𝑓(𝑎𝑘, 𝜏𝑘)𝑔(𝑎𝑘, 𝜏𝑘).

As a consequence of Lemma 3 it follows that

𝐺𝑛 6 Δ𝑛
𝑛−1∏︁
𝑘=0

𝛾(1+𝑝)𝑘 = Δ𝑛𝛾
(1+𝑝)𝑛−1

𝑝 .

So, from Δ < 1, we deduce that lim𝑛→∞𝐺𝑛 = 0. We can now formulate the following
result on convergence for the iteration (1).

Theorem 4. In the conditions indicated for the operator 𝐹 , let us assume that
Γ0 = (𝐹 ′(𝑥0))

−1 ∈ 𝐿(𝑌,𝑋) exists at some 𝑥0 ∈ Ω and (𝑐1) − (𝑐4) are satisfied.
Suppose that 𝜏𝑘 is given by

𝜏𝑘 =

⎧⎨⎩ 𝜏*𝑘 =
−1 +

√
1 + 2𝑏𝑦𝑘

𝑏𝑦𝑘
, 𝑓𝑜𝑟 1− 𝜏*𝑘 > 𝜀,

1, 𝑓𝑜𝑟 1− 𝜏*𝑘 6 𝜀.
(18)

Then if 𝐵(𝑥0, 𝑅𝜂) = {𝑥 ∈ 𝑋; ‖𝑥 − 𝑥0‖ 6 𝑅𝜂} ∈ Ω, the sequence {𝑥𝑛} defined by
(1) and starting at 𝑥0 has, at least, 𝑅–order (𝑝 + 1) and converges to a solution
𝑥* of the equation 𝐹 (𝑥) = 0. In this case, the solution 𝑥* and the iterations 𝑥𝑛
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belong to 𝐵(𝑥0, 𝑅𝜂) and 𝑥
* is the only solution to 𝐹 (𝑥) = 0 in 𝐵

(︁
𝑥0,

2

𝐿𝛽
−𝑅𝜂

)︁
∩Ω.

Furthermore, we can give the following error estimates:

‖𝑥* − 𝑥𝑛+𝑚‖ 6 Δ𝑛+𝑚

1−Δ𝛾
𝛾2

𝑛−1+𝑚‖Γ0𝐹 (𝑥0)‖, 𝛾 =
|1− 𝜏0|+ 𝑎0𝜏

2
0

(1− 𝜏0𝑎0)2
. (19)

Proof. We have proved above that the assumption (𝑐4) is satisfied. Then by virtue
of Theorem 3 the damped Newton’s iteration converges. Namely the residual norm
‖𝐹 (𝑥𝑘)‖ decrease as 𝑘 increase. Then 𝜏*𝑘 tends to units as 𝑘 increases. Hence the
condition 1 − 𝜏*𝑘 6 𝜀 will holds starting at some number 𝑘 = 𝑚. Then by virtue of
(18) we have 𝜏𝑘 ≡ 1 for all 𝑘 > 𝑚. On the other hand, 𝑥𝑛 ∈ 𝐵(𝑥0, 𝑅𝜂) for all 𝑛 ∈ N,
then 𝑥𝑛 ∈ Ω, 𝑛 ∈ N. Now we prove that {𝑥𝑛} is a Cauchy sequence. To do this, we
consider 𝑛,𝑚 > 1:

‖𝑥𝑚+𝑛+𝑒 − 𝑥𝑚+𝑛‖ 6
𝑒−1∑︁
𝑙=0

‖𝑥𝑚+𝑛+𝑙+1 − 𝑥𝑚+𝑛+𝑙‖ 6
𝑒−1∑︁
𝑙=0

‖Γ𝑚+𝑛+𝑙𝐹 (𝑥𝑚+𝑛+𝑙)‖ 6

6 ‖Γ𝑚+𝑛𝐹 (𝑥𝑚+𝑛)‖
𝑒−1∑︁
𝑙=0

Δ𝑙𝛾2
𝑚+𝑛(2𝑙−1) 6 ‖Γ𝑚+𝑛𝐹 (𝑥𝑚+𝑛)‖

𝑒−1∑︁
𝑙=0

(Δ𝛾)𝑒−1 =

=
1− (Δ𝛾)𝑒

1−Δ𝛾
‖Γ𝑚+𝑛𝐹 (𝑥𝑚+𝑛)‖, (20)

in which we have used the well-known inequality (1 + 𝑥)𝑘 > 1 + 𝑘𝑥.

According to Lemma 3, we have

‖Γ𝑚+𝑛𝐹 (𝑥𝑚+𝑛)‖ 6 Δ𝑛𝛾2
𝑚(2𝑛−1)‖Γ𝑚𝐹 (𝑥𝑚)‖ < Δ𝑛𝛾2

𝑛−1‖Γ𝑚𝐹 (𝑥𝑚)‖ (21)

and
‖Γ𝑚𝐹 (𝑥𝑚)‖ 6 (Δ𝛾)𝑚‖Γ0𝐹 (𝑥0)‖. (22)

Substituting (21), (22) into (20), we obtain

‖𝑥𝑚+𝑛+𝑒 − 𝑥𝑚+𝑛‖ 6
1− (Δ𝛾)𝑒

1− 𝛿𝛾
Δ𝑚+𝑛𝛾2

𝑛−1+𝑚‖Γ0𝐹 (𝑥0)‖, (23)

then {𝑥𝑛} is a Cauchy sequence. Now by letting 𝑒→ ∞ in (23), we obtain (19).

To prove that 𝐹 (𝑥*) = 0, notice that ‖Γ𝑛𝐹 (𝑥𝑛)‖ → 0 by letting 𝑛 → ∞. As
‖𝐹 (𝑥𝑛)‖ 6 ‖𝐹 ′(𝑥𝑛)‖‖Γ𝑛𝐹 (𝑥𝑛)‖ and 𝐹 ′(𝑥𝑛) is a bounded sequence, we deduce ‖𝐹 (𝑥𝑛)‖ →
0 and then 𝐹 (𝑥*) = 0 by the continuity of 𝐹 . Now, to show the uniqueness, suppose

that 𝑦* ∈ 𝐵
(︁
𝑥0,

2

𝐿𝛽
−𝑅𝜂

)︁
∩ Ω is another solution to 𝐹 (𝑥) = 0. Then

0 = 𝐹 (𝑦*)− 𝐹 (𝑥*) =

1∫︁
0

𝐹 ′(𝑥* + 𝑡(𝑦* − 𝑥*))d𝑡(𝑦* − 𝑥*). (24)

Also we use the estimation⃦⃦⃦⃦
⃦⃦𝐼 − Γ0

1∫︁
0

𝐹 ′(𝑥* + 𝑡(𝑦* − 𝑥*))d𝑡

⃦⃦⃦⃦
⃦⃦ 6 ‖Γ0‖

1∫︁
0

‖𝐹 ′(𝑥* + 𝑡(𝑦* − 𝑥*))− 𝐹 ′(𝑥0)‖d𝑡 6
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6 𝐿𝛽

1∫︁
0

‖𝑥* − 𝑡(𝑦* − 𝑥*)− 𝑥0‖d𝑡 6 𝐿𝛽
1∫︁

0

((1− 𝑡)‖𝑥* − 𝑥0‖+ 𝑡‖𝑦* − 𝑥0‖)d𝑡 <

<
𝐿𝛽

2
(𝑅𝜂 +

2

𝐿𝛽
−𝑅𝜂) = 1. (25)

We see that the operator

1∫︁
0

𝐹 ′(𝑥*+𝑡(𝑦*−𝑥*))d𝑡 has an inverse and consequently from

(24), we get 𝑦* = 𝑥*. �

Remark. In [4] the following choice was proposed

𝜏𝑛 =
‖𝐹 (𝑥𝑛−1)‖
‖𝐹 (𝑥𝑛)‖

𝜏𝑛−1, 𝑛 = 1, 2, . . . , 𝜏0 ≈ 0.1, (26)

and were the error bounds of kind of (19) derived under the conditions ‖𝐹 ′(𝑥)−1‖ 6 𝛽,
‖𝐹 ′′(𝑥)‖ 6 𝑀. Here we derive the error bounds (19) without such conditions. There
is a closed relationship between (13) and (26). Namely, (13) gives

𝜏*
𝑛

𝜏*
𝑛−1

=
‖𝐹 (𝑥𝑛−1)‖
‖𝐹 (𝑥𝑛)‖

𝐴𝑛, 𝐴𝑛 =
−1 +

√︀
1 + 2𝑏‖𝐹 (𝑥𝑛)‖

−1 +
√︀

1 + 2𝑏‖𝐹 (𝑥𝑛−1)‖
.

It is easy to show that 𝐴𝑛 → 1 at max(‖𝐹 (𝑥𝑛−1)‖, ‖𝐹 (𝑥𝑛)‖) → 0, i.e. in the
limit these two choices coincide. Since 𝜏𝑘 ≡ 1 for all 𝑘 > 𝑚 our iteration (1) can be
considered as a Newton iteration starting at 𝑎0 = 𝑎𝑚, where

𝑎𝑚 = 𝐿 ‖Γ𝑚‖ ‖Γ𝑚𝐹 (𝑥𝑚)‖ 6 𝑎0𝛾𝑚 <
3−

√
5

2
, (27)

which obviously, holds for large𝑚, and for any 𝑎0. On the other hand, the Kantorovich
semilocal convergence theorem was proved under the condition 𝑎0 < 1/2, i.e. the local
Newton methods, require sufficiently good initial guesses. Unlike, our iteration (1), as
Newton’s method is able to compensate for bad initial guesses by virtue of damping
strategies. The inequality (27) has shown that the damped Newton’s method at first
𝑚-stage allows one to extend the convergence domain of the initial guesses.

4. Numerical Results and Discussion

Now let us give some numerical examples that confirm the theoretical results. We
use the following test examples 𝑓𝑖(𝑥) = 0, 𝑖 = 1, . . . , 5, which are the same as in [5]:

𝑓1(𝑥) = ln𝑥 = 0, 𝑥* = 1.0,

𝑓2(𝑥) = 𝑒𝑥
2+7𝑥−30 − 1 = 0, 𝑥* = 3.0,

𝑓3(𝑥) = 1/𝑥− 1 = 0, 𝑥* = 1,
𝑓4(𝑥) = 𝑥3 + 4𝑥2 − 10 = 0, 𝑥* = 1.3652300134140968457,
𝑓5(𝑥) = arctan𝑥 = 0, 𝑥* = 0.0.

All these computations are carried out with a double arithmetic precision and the
number of iterations 𝑛 such that |𝑓(𝑥𝑛)| < 1.0𝑒 − 16 is tabulated in Table 1. Note
that for the last two calculations for (10) and (9) used 𝑎𝑘 = |𝑓 ′′(𝑥𝑘)(𝑓 ′(𝑥𝑘))−2𝑓(𝑥𝑘)|.
Table 1 also gives the number of iterations of the simple Newton’s method, and damped
Newton’s method with [6]

𝜏𝑘 =
𝛿(0)

𝛿(0) + 𝛿(1)
, 𝛿(𝜃) = 𝑓2

(︂
𝑥𝑘 − 𝜃

𝑓(𝑥𝑘)

𝑓 ′(𝑥𝑘)

)︂
. (28)
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УДК 519.6
Локальная и полулокальная сходимость непрерывного

аналога метода Ньютона
Т. Жанлав*, О. Чулуунбаатар†

* Кафедра прикладной математики
Монгольский государственный университет, Монголия
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ул. Жолио-Кюри д.6, Дубна, Московская область, 141980, Россия

В данной работе определена область сходимости непрерывного аналога метода Нью-
тона и предложен оптимальный выбор параметра 𝜏 . Для затухающего метода Ньютона
доказана глобальная сходимость и получены оценки погрешности. Стратегии затуха-
ния позволяют расширить область начальных параметров, при которых метод сходит-
ся. Дано сравнение различных стратегий затухания. Приведённые численные примеры
подтверждают теоретические результаты.

Ключевые слова: нелинейные уравнения в банаховых пространствах; затухающий
метод ньютона; рекуррентные соотношения; оценка погрешности.




