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The problem of essential data compression to be input to ANN-classifier without loos-
ing significant information is considered on the example of the quite substantial task of the
genetic protein structure analysis, which is important for genetic biology researches in ra-
diobiology and, especially, in agricultural. Such analysis is usually carried out by studying
ElectroPhoretic Spectra (EPS) of gliadin (alcohol soluble protein) of the inspected grain
cultivar. EPS digitization produces a densitogram with 4 thousands counts, which most in-
formative features must be extracted to be input to ANN. Besides these data require special
preprocessing for densitogram smoothing, pedestal eliminating, as well as compensating such
digitization orocess defects as signal noise, variability of spectrum borders and illumination,
their non-linear starches due to electrophoresis nonstationarity.

Several alternative approaches to features extracting were studied: (1) the densitogram
coarsing into 200 averaged measurements; (2) the principal component analysis; (3) recogni-
tion of all well-pronounced peaks in order to evaluate their parameters to be input to ANN;
(4)—(5) data compression by both discrete Fourier (DFT) and wavelet (DWT) transforma-
tions. These methods have been used for feature extraction from samples formed by experts
for 30 different sorts. Then extracted features were used to train ANN of three-layer per-
ceptron type. The comparative study of the recognition efficiency with data compressed by
the methods listed above shows their high sensitivity to the number of sorts to be classified.
Only DFT and DWT approaches could keep the efficiency on the level 95-97% up to 20 sorts.

A further development of feature extraction methods and a study of possibility to develop
a hierarchy of classifying ANNs are intended.

Key words and phrases: artificial neural networks, classification, genetic analysis, elec-
troforetic spectrum, data compression, fast Fourier transform, principal component analysis,
discrete wavelet transform.

1. Introduction

Artificial Neural Networks (ANN) are widely and successfully applied to problems
of classification, forecasting, and recognition. The simplicity of the structure of ANNs
of MultiLayer-Perceptron (MLP) and other types stimulated many researchers to de-
velop universal software packages that generate MLP on the basis of a specified number
of layers and neurons. It is especially certain in High Energy Physics (HEP) where
due to well-developed theoretical basis one has no problems with simulating the neces-
sary sequence of data required for training a network. It is noteworthy that one of the
first such neural packages, JETNET, was developed in the early 1990s by physicists
at Lund University [1]. Besides at that time several firms developing electronics in co-
operation with physicists succeeded in the hardware realization of widely-applicable
ANNSs in the form of integrated chips, which operate in parallel and allow the training
of a network to an a priori simulated configuration [2].

However, for many other experimental sciences, as biology, in particular, genetics,
where a reliable model of regularities may be not clear or even absent, the dimension-
ality of experimental data to be classified can be very high and, besides, the amount of
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these data is, as a rule, scarce for training and verification of the quality of a trained
network operation. Therefore, the methods of considerable ANN input data reduction
without information loss and the choice of optimal network structure are of crucial
importance.

In the given paper a comparative study of such methods for data reduction to be
input to ANN, as the method of principal components (MPC) in its NN realization,
and methods based on Fourier and wavelet filtering is given.

2. Genetic Protein Structure Analysis

It usually is fulfilled by the gel electrophoresis. It is a technique widely used in
modern biochemistry and molecular biology for the separation of protein (as well
as DNA or RNA) molecules by applying an electric current to a polyacrylamide gel
substrate what caused to move the molecules through the gel at different rates forming
a specific electrophoretic spectrum corresponding to their genetic structure. In case of
breeding and seed farming in agriculture gliadin of a cultivar under study is used in the
gel electrophoresis [3]. For instance, the electrophoretic spectrum of a wheat gliadin
comprises 20 to 40 components differing in staining intensity. After the staining, the
gels were washed with water and photographed in transmitted light, as it is depicted
in fig. 1 where 17 cultivars are exposed. Each gel consists of 17 strips corresponding to
different cultivars of durum wheat. One can note variability of spectra especially for
outermost and middle strips due to unsteadiness of the electrophoresis process lasting
for several hours.
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Figure 2. 1 strip of the gel image from fig. 1
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On the basis of the electrophoregram information the experts may determinate
grades of wheat grains. It is tiresome work for experts, therefore it is necessary to
automate this process with neural-classifiers.

3. Brief Reminder of ANN Basic Concepts

Artificial neurons are simple logical devices specified by (I) activation level; (II)
topology of connections between neurons; (IIT) the measure of interaction with other
neurons, which is referred to as synaptic coupling power or weight; (IV) output level,
which is related to the activation level by a certain, usually sigmoid, function. The
weights of these connections are different and can be defined in dependence of the
problem under consideration. The entire system consists of a vast number of identical
neurons and the result of the operation of an ANN is almost not sensitive to the
characteristics of a specific neuron.

The general input signal arriving at the j-th neuron is h; = Yw;pzy, where xy
is the signal from the k-th neuron of the network and w;;, is the synaptic-connection
weight. The output signal of the j-th neuron is the result of applying the activation
function to this total signal, i.e. y; = g(0)h;p, where g(0) is either a threshold function.

The key characteristics of a network are the type of connections between neurons
and network evolution dynamics determined by the activation function for neurons
and the rule of varying weights upon this evolution. Feed-forward NNs of multilayer-
perceptron (MLP) type are considered further methods of training MLPs for clas-
sification and recognition. An MLP establishes a correspondence between an input
vector X = (z1,22,...,2,) = {z,p} and an output vector ¥ = {y;}. In particular,
for a three-layer perceptron, input signals are, first, transformed in the hidden-layer
neurons, as hy = ¢g(>_ wirx;). Then, the signals from the hidden-layer neurons are

7
transformed by the output-layer neurons, as y; = g(>_ wgjhi). This transformation
k

X =Y is completely described by synaptic weights {w;}; {w;}, which should be
found to use an MLP for solving a particular problem.

Weights can be determined, if there is a set of data with known properties, the
so-called training sample consisting of pairs of vectors ({z;}(™), {z;}(™), m = 1, M,
where M is the sample size. The training of MLP by the most frequently used method
of error back propagation is based on comparing the vectors of these pairs, i.e., the

_ —(m)
known classification result Z(™) and MLP yield Y through the square functional:
2
E = Z (yj(m) - zj(-m)) = min, (1)
mj

with the use of the weights {w;;}; {wy;} as minimizing parameters [4]. The solution
is usually sought by the method of steepest descent. Equating the derivatives of
functional (1) with respect to weight parameters to zero, we obtain the iterative rules
of changing weights at each training epoch.

4. Neuro-Classifier Application for the Genetic
Problem

Following procedures give us the set of standardized densitometry data for each of
wheat cultivars (see fig. 3), which were previously classified by experts.

Before input data to the neural network, it should be prepared. All processing
consists of two stages: preprocessing and processing. Preprocessing includes following
stages:

1) digitization and standardization of densitometry data;
2) denoising and eliminating background pedestal;
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Figure 3. Densitometry result of some of gel strips. Thin solid line — original signal
with background noise and pedestal, broken line — background pedestal, thick solid

line — smoothed signal without pedestal, dots — detected peaks

3) data smoothing;
4) density normalization to the range 0-255;
5) aligning strips to fix the beginning and the end of information on the gel.

Processing includes following stages:

1) extracting the most informative features;
2) giving processed data to input of ANN.

In this work following feature extraction approaches were applied:

1) Coarsing data to 200 zones with mean density;
2) Principal Component Analysis (PCA) [5];

3) Fast Fourier Transform (FFT);

4) Discrete Wavelet Transform (DWT);

5) Ranking data by peak integral [6].

1%t approach: spectrum coarsing from 4000 points into 200 zones with averaged
density. The real size of the training sample is 120 etalons preliminarily classified by
experts for each of 20 wheat sorts, i.e. for 5 different sorts we have 600 etalons for
training. Result for 5 sorts: after training ANN the efficiency was 85%.

2"% approach: The size of a training sample can be efficiently reduced without
essential information loss by the Principal Component Analysis (PCA) [5]. The ap-
plication of an ANN for analyzing large objects such as digitized images implies the
use of many thousands of neurons. In this case, the informative part of the object
under analysis occupies much smaller subspace in the space of input features. The
method of principal components provides the possibility of projecting vectors onto
this subspace with the conservation of the substantial features of the object under
analysis by using the information of their cross correlation, i.e., the covariance matrix
Sx = cov(X;Xy) [7]. To this end, one applies the orthogonal Karhunen—Loeve trans-
form L = {lx;} [8], which transforms Sx to the diagonal form, where eigenvalues \;
are numbered in decreasing order. Thus, we can retain only m most significant eigen-
values A1, Ag, ..., Ay (m < p) and express the input data in terms of these principal

components as
Xi =~ llin + lQiYQ +...+ lmzYm
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PCA has its neural network implementations what allows to avoid cumbersome calcu-
lations of covariance matrices and their eigenvectors. It is done by so-called recircular
(autoassociative) NN. Such NN uses 4000 input neurons, as etalon, output ones. The
number of hidden neurons Nhid should correspond to the number of principal compo-
nents. The best efficiency of the next classifying network was obtained for Nhid = 150,
i.e. data was compressed in more than 20 times. Result for 5 sorts: after extracting
150 PC from all data of training and testing samples the PCA classifying efficiency
was 99.54%. This efficiency keeps stable while the increase of sorts number till 8 then
drops down for 17-25%.

3¢ approach: The Fast Fourier Transform is an extremely important and widely-
used method of extracting useful information from sampled signals. It is an efficient
algorithm to compute the Discrete Fourier Transform (DFT) and its inverse. There
are many distinct FFT algorithms involving a wide range of mathematics, from sim-
ple complex-number arithmetic to group theory and number theory; this article gives
an overview of the available techniques and some of their general properties, while the
specific algorithms are described in subsidiary articles linked below. An FFT com-
putes the DFT and produces exactly the same result as evaluating the DFT definition
directly; the only difference is that an FFT is much faster. (In the presence of round-
off error, many FFT algorithms are also much more accurate than evaluating the DFT
definition directly, as discussed below). The FFT is defined by the formula:

= kn 2 2
Hn: ];)hkexp <N2’/T’L) 5 n e |:—N,N:| .

Real part of direct FFT was used to transform input data to the frequency domain,
where the highest frequencies were cut up to 256 (16 times of reduction). After
transforming all training samples to Fourier space NN-classifier (256/40/5) was trained
on them and tested again on transformed sample. Result: 100% of efficiency and less
for more than 5 sorts. For example, for 8 sorts it was 80-90%.

4" approach: The Discrete Wavelet Transform (DWT) has a huge number of
applications in science, engineering, mathematics and computer science. Most no-
tably, it is used for signal coding, to represent a discrete signal in a more redundant
form, often as a preconditioning for data compression. DW'T converts an input series
o, T1,...,Tm, into one high-pass wavelet coefficient series and one low-pass wavelet
coefficient series (of length n/2 each) given by:

k—1 k-1
H; = Z T2im - Sm(2), Li= Z D2i—m * tn (),
m=0 m=0

where: s,,(z) and t,,(z) are called wavelet filters, K is the length of the filter, and
i=0,...,[n/2] — 1.

Coiflet DW'T of the 6th order were applied to transform all training and testing
samples into wavelet space. Then NN-classifier (256/40/5) was trained and tested on
them. Real efficiency was almost such as FTT.

5" approach: This method is based on the peak extraction and the peak order
in which higher and lower peaks are alternating. It was proposed to recognize all well-
pronounced peaks, fit each of them by some of bell-shaped function, like a Gaussian,
in order to evaluate 3 basic parameters of each peak: position, integral (square under
this peak) and its rank according to its integral.

The maximum number of peaks on every of all densitogramms given to us was
equal to 37, so there were 111 (37 x 3) input neurons, 5 output and 40 hidden neurons.

Result for 5 sorts: after training ANN the efficiency is 100%. For more number of
sorts, for example 8 sorts, efficiency was from 88% till 98%. Such efficiency is more
then other methods have.
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5. Reasons of the Classifying Efficiency Decrease

Almost all spectra have distortions and noise. It leads to a variability of spectra

even in the case of the same sort. On the contrary, spectra of different, but genetically
close sorts can be sometimes almost identitical (see fig. 4).
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Figure 4. Densitometry result of some strips (6th, 13th, 19th and 26th sorts)

6. Summary

Summarizing our comparative study of five above listed methods we can conclude

that although some of them show satisfactory results on classifying 5-8 sorts of wheats,
further increasing sort numbers causes drop of classifying efficiency. The ranking
method advantage when the sort number is growing up should be noted.

Software system was elaborated in collaboration with the VIGG RAS Institute for

the full chain of electrophoretic data genetic analysis.

The further system development is thought to apply Kohonen ANN and to for-

malize expert classifying approaches in order to elaborate a hierarchy of ANN for the
wheat protein classification.
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Brbis1esieHie OCHOBHBIX CBOWCTB JAaHHBIX JIJISI UX BBOJIA B
HEeMPOHHBIN KJlaccuduKaTop

I'. A. Ocockos, /1. A. Bapanos

Jlabopamopusa uHPGOPMAUUOHHBLT METHON02UL
06BedUHERHDIT UHCTIUMYM A0EPHBIT UCCAEA08aHUT
ya. 2Koauvo-Kropu, 0.6, Aybrna, Mockosckas obaacmo, 141980, Poccus

PaccmarpuBaercst ipobiiema CyImecTBEHHOIO CXKATHUsT JTAHHBIX, ITOJIEXKAIIUX BBOLY B KJIac-
cuUIIPYIONLYIO HEMPOHHYIO CeTh, Oe3 morepu ux uHdopmarusHocTu. V310KeHne BegeTcst
Ha TpuMepe 339U T'€HEeTHYECKOTO aHAIN3a OEJKOBBIX CTPYKTYD, BAXKHON JJIS MCCIIETOBA-
HUl B TEHETUYIECKOM OMOJIOTHH, PAIUOONOJIOIIN U OCODEHHO B CeJIbCKOM X03sificTBe. [1o100HbIi
AHAJIN3 OOBIYHO MIPOBOANTCS C IIOMOIIBIO U3yUeHHsl 9IeKTPodopeTndecKux crekTpos (DD C)
[JINAMHOB (CIIMPTOPACTBOPUMBIX GEJIKOB) MPOBEPSIEMBIX COPTOB 3¢pHOBBIX. [1pn onmudposke
OOC momyuaercsa gencurorpamma u3 4000 orcuéros, Haubosee MHGOPMATUBHBIE TTPU3HAKT
KOTOPOIt 1 JOJIZKHBI OBITH BBIJIEJIEHBI [IJIsT BBOJA B HelipoceTb. Kpome Toro, mosydIeHHble JaH-
Hble TPEOYIOT CYIIECTBEHHOHN MpeqoOpabOTKU Jjisi CIUIaXKUBAHUsSI M yCTPAHEHUS ITOJJIOXKKHU
JICHCUTOTPpaMMBbI, & TaKKe TaKuX J1e(EKTOB MPOIecca OIUMPOBKY, KaK IMTyMbI, (DJIIOKTYAIINN
IPaHUI] U OCBEIEHHOCTHU CIIEKTPOB M UX HEJIMHENHBIX PACTSI>KEHWI M3-3a HECTAITMOHAPHOCTHU
ssiekTpodopesa.

Bouto nsytueno HeCKOIBKO aTbTEPHATUBHBIX METO/IOB M3BJIEUYEHUS CYIIECTBEHHBIX MPU3HA~
koB: (1) orpy6iaenne gencurorpammbl 10 200 ycpeHEHHBIX U3MepeHuit; (2) MeTo/| TJIaBHbBIX
KOMIIOHEHT; (3) pacno3HaBaHHE XOPOIIO PA3JIMIMMBIX IIMKOB, YTOOBI BBOJIUTH B HEHpOCETH
TOJIbKO X mapaMeTpsr; (4)—(5) cxkaTne FAHHBIX € MTOMOIIBIO GBICTPOro mpeobpaszosanust Py-
poe (BII®) u guckperHoro seiiBier-npeobpasosanus (JIBII). 9Tu Merons! ucnosb30BaInch
JIJIsl U3BJIEYEHUsI TJIABHBIX ITPU3HAKOB U3 MHOXKECTBA BHIOOPOK, ITPUTOTOBJIEHHBIX KCIIEPTAMU
a7si 30 pasHBIX COPTOB, M MOCJEAYIONIEr0 MCIOJIb30BaAHUS TPU3HAKOB JJIsi OOYYeHUsT TPEX-
coitHoro mepcentpona. CpaBHUTENBHBIN aHAIN3 3POEKTUBHOCTH PACIIO3HABAHUS TIPU MC-
IT0JIb30BAHUU BBINENIEPEYNCTIEHHBIX METOJ/IOB IMOKAa3aJl UX CHUJIbHYI0 3aBHCUMOCTH OT YHCJIA
copToB, mnojyiexkamux kiaccudukanuu. Jlumb ¢ nmomornpio BII® u JIBII meronos yaanoch
yaepKaTh 3dekTuBHOCTb Ha ypoBHE 95-97% Brtors 10 20 COpTOB.

IIpeanoaraercsa gabHERIIICE PA3BUTHE METOIOB CXKATHS JAHHBIX U BO3MOXKHOCTH UCIIOJb-
30BaTh CUCTEMY MHOI'OCTYIIEHYATHIX HEHPOKJIACCU(DUKATOPOB.

KiroueBbie ciioBa: HUCKYCCTBEHHBbIE HEHPOHHBIE CETHU, KJIACCUMUKAIMS, MeHETUIECKUN
aHAJIN3, SJEKTPODOPETHIECKHUIT CIIEKTD, CXKATHE JAHHBIX, ObICTpoe mpeobpasoBanue Pypbe,
METO/T TVIABHBIX KOMIIOHEHT, JIUCKPETHOE BEUBJIET-TPEOOPA3OBAHUE.





