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A Method for Statistical Comparison of Histograms
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The problem of the testing the hypothesis that two histograms are drawn from the same
distribution is a very important problem in many scientific researches. There are several ap-
proaches to formalize and resolve this problem. Usually, one-dimensional test statistics is
used for this purpose. We propose an approach for testing the hypothesis that two realiza-
tions of the random variables in the form of histograms are taken from the same statistical
population (i.e. two histograms are drawn from the same distribution). The approach is
based on the notion “significance of deviation”, which has a distribution close to standard
normal distribution if both histograms are drawn from the same distribution. This approach
allows to estimate the statistical difference between two histograms using multi-dimensional
test statistics. The distinguishability of histograms is estimated with the help of the construc-
tion a number of clones (rehistograms) of the observed histograms. The approach considered
in the paper allows to perform the comparison of histograms with a test more powerful, in
the cases considered, than those that use only one test statistic. Also, the probability of cor-
rect decision is used as an estimate of the quality of the decision about the distinguishability
of histograms.

Key words and phrases: distribution theory and Monte Carlo studies, Measurement
and error theory, Data analysis: algorithms and implementation; data management, estima-
tion of parameters, flow of events, hypotheses testing.

1. Introduction

The test of the hypothesis that two histograms are drawn from the same distribu-
tion is an important goal in many applications. For example, this task exists for the
monitoring of the experimental equipment in particle physics experiments. Let the
experimental facility register the flow of events during two independent time intervals
[t1,t2] and [t3,t4]. Events from first time interval belong to statistical population of
events (G1, events from second time interval belong to statistical population of events
Go. If facility (beam, detectors, data acquisition system, ...) is in norm during both
time intervals then the properties of events, registered in the facility during time inter-
val [t1, t2], is the same as the properties of events, registered in the facility during time
interval [ts,t4], i.e. G1 = Go. If facility is out of norm during one of time intervals
then the properties of events from statistical population G, differ from the proper-
ties of events from statistical population Gs, i.e. G1 # G2. Often the monitoring of
the experimental facility is performed with the use of the comparison of histograms,
which reflect the properties of events.

Several approaches to formalize and resolve this problem were considered [1]. Re-
cently, the comparison of weighted histograms was developed in paper [2]. Usually,
one-dimensional test statistics is used for the comparison of histograms.
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In this paper we propose a method which allows to estimate the value of statistical
difference between histograms with the use of several test statistics. As example, we
consider the case of two test statistics, i.e. bidimensional test statistic.

2. Distribution of Test Statistics

Suppose, there are two histograms hist, and hists (with M bins in each histogram)
as a result of the treatment of two independent samples of events. The first histogram

is a set of 2M numbers hist, : fi11 £ 611,MN21 £ F21,...,01 £ a1 and the second

histogram, correspondingly, is a set of 2M numbers also histy : fi19 + 19,790 £
M

099, ...,Np & 0pr0. The volume of the first sample is Ny, i.e. N; = 7,1 and the
i=1

M
volume of the second sample is Na, i.e. No = > no.
i=1

The most of methods for the histograms co_mparison use single test statistic as a
“distance measure” for the consistency of two samples of events (see, for example [1]).

We propose! to use test statistics 5}-, i =1,...,M (significances of deviation?)
for each bin for the histograms comparison. In the case of two observed histograms
we consider the significance of deviation of the following type:

5 Mg — K

= .
~2 222
Vo5 + K?%0;,

N
Here K = Fl is a coeflicient of the normalization. We use two first statistical mo-

(1)

2
_ M M _
ments S = <Z Si> /M, and RMS = \/<Z (S; — S)2> /M. If condition G; = G2
i=1 i=1

(G and G9 are taken from the same flow of events) takes place then test statistics

(S;, i=1,...,M) obey the distribution which close to the standard normal distri-
bution N(0,1). Correspondingly, the distribution of these test statistics is close to
standard normal distribution too. In this case our bidimensional test statistic (“dis-
tance measure between two observed histograms”) SRMS = (S, RMS) has a clear
interpretation:

— if SRM S = (0,0) then histograms are identical;

— if SRMS =~ (0,1) then G; = G2 (if S = 0 and RM S < 1 then the overlapping

exists between samples);

— if previous relations are not valid then G; # Go.
Note that the relation

~92 M
RMS? =1 -8, =38 (2)
=1

1Some details are in ref. [3].
2In paper [4] several types of significances of deviation (or significance of an enhancement [5])
between two values were considered:
A. expected significance of deviation between two expected realizations of random variables (for
example, Sci2 [4]);
B. significance of deviation between the observed value and expected realization of random variable
(for example, S.p [4]);
C. significance of deviation between two observed values.
As shown (in particular, in paper [4]), many of these significances obey the distribution close to
the standard normal distribution if both values are taken from the same statistical population. In
this paper the significance of type C is considered.
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shows that test statistic 2 is a combination of two test statistics RMS and S.

3. Rehistogramming

An accuracy of the estimation of statistical moments depends on the number of
bins M in histograms and observed values in bins. The accuracy can be estimated
via Monte Carlo experiments. Two models of the statistical populations (pseudo
populations) can be produced. Each of models represents one of the histograms.

In considered below example for each of histograms we produced 4999 clones by
the Monte Carlo simulation for each bin ¢ of histogram & using the normal distribution
N (g, 6ir), i = 1,...,M, k =1,2. As a result there are 5000 pairs of histograms
for comparisons. The comparison is performed for each pair of histograms (5000

comparisons in our example). The distribution of the significances S; is obtained as
a result of each comparison. The moments of this distribution are calculated (in our
case S and RMS). It allows to estimate the errors in determination of statistical
moments.

This procedure can be named as “rehistogramming” in analogy with ”resampling”
in the bootstrap method [6].

4. Distinguishability of Histograms

The estimation of the distinguishability of histograms is performed with the use of
hypotheses testing. “A probability of correct decision” (1— &) about distinguishability
of hypotheses [7] is used as a measure of the potential in distinguishing of two flows
of events (G1 and G3) via comparison of histograms (hist; and hists).

It is a probability of the correct choice between two hypotheses “the histograms
are produced by the treatment of events from the same event flow (the same statistical
population)” or “the histograms are produced by the treatment of events from different
event flows”. The value 1 — k characterizes the distinguishability of two histograms.

For 1 — # = 1 the distinguishability of histograms is 100%, i.e. histograms are
produced by the treatment of events from different event flows.

For 1 — K = 0 we can’t distinguish the histograms, i.e. histograms are produced
from the same event flow.

The probability of correct decision 1 — & is a function of type I error («) and the

type II error () testing, namely!

S
1—-k=1 2 (a+p) (3)
5. Example

Let us consider a simple model with two histograms in which the random variable
in each bin obeys the normal distribution

1 _ (mik_;ik)Q
p(ziklni) = —=—e¢
(@klnax) V2o
Here the expected value in the bin i is equal to n;; (in this example n;; = ) and the

variance Ufk is also equal to n;,. k is the histogram number (k = 1,2). This model can
be considered as the approximation of Poisson distribution by normal distribution.

IThe type I error « is the probability to accept the alternative hypothesis if the main hypothesis
is correct. The type II error B is the probability to accept the main hypothesis if the alternative
hypothesis is correct.
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All calculations, Monte Carlo experiments and histograms presentation in this
paper are performed using ROOT code [8]. Histograms are obtained from independent
samples.

rf“)he example with histograms produced from the same events flow during unequal
independent time ranges (Fig. 1) shows that the standard deviation of the distribution
in the picture (right, down) can be used as an estimator of the statistical difference
between histograms (this distribution is close to N(0,1)).
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Figure 1. Triangle distributions in histograms (M = 1000, K = 2): the observed
values Z;1 in the first histogram (left, up), the observed values ;2 in the second
histogram (right, up), observed normalized significances S; bin-by-bin (left,
down) and the distribution of observed normalized significances (right, down)

At first we consider the Case A (Fig. 2) when both histograms (histl and hist2)
are obtained from the same statistical population. The distributions of test statistic
T2 = \/X?/M and test statistic RM S versus S are produced during 5000 comparisons
of histograms (by the use of rehistogramming).

After that, the content of second histogram (hist2) was changed (Case B), namely,
the expected content of left bin of histogram was increased from nio = 1.0 up to nijs =
8.5, the expected content of right bin of histogram was decreased from njyzo = 300.0
up to nye = 292.5, the expected content of other bins was changed to conserve linear
dependence between contents in bins. The result of the rehistogramming for the Case
B is shown in Fig. 3. One can see that distributions of test statistic T2 = \/x2/M
and test statistic RM .S versus S are shifted.

The probability of correct decision as a measure for distinguishability of two his-
tograms is determined by the comparison of distributions for the Case A and cor-
responding distributions for the Case B. The critical value Tiyticar = 1.06 is used
for comparison of one-dimensional T, distributions. The critical line (Seritical =
1.2 - RM Scyitical — 1.36) is used for comparison of two-dimensional RM S&S distribu-
tions. The results are presented in Tab. 1.

For x? method the probability of the correct decision (1 — k) about the Case
realization (A or B) is equal to 87.26%. For the other method the probability of the
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Figure 2. Case A: input histograms (triangle distributions, M = 300, K = 1)
histl (left, up), hist2 (right, up) and T,: (left, down), RMS & S (right, down) of
the distribution of significances for 5000 comparisons for input histograms and
their clones
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Figure 3. Case B: input histograms (the triangle distribution and the
trapezoidal distribution, M=300, K=1) histl (left, up), hist2 (right, up) and
T,2 (left, down), RMS & S (right, down) of the distribution of significances for
5000 comparisons for input histograms and their clones
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Table 1
The quality of the hypothesis testing about distinguishability of two different
histograms for two methods of comparison histograms

Distribution of T2 Distribution of RM S&S
In reality In reality
Accepted | Case A Case B || Accepted | Case A Case B
Case A 4543 673 Case A 4843 456
Case B 457 4327 Case B 121 4544
1—k @ J6; 1—k @ B
0.8726 | 0.0914 0.1346 0.9388 0.0242  0.0912

correct decision (1 — ) about the Case realization (A or B) is equal to 93.88%. One
can see that the method, which uses RM.S and S, gives better distinguishability of
histograms than the y? method. Note that we use only two moments of the significance

distributions (the first initial moment (S) and the square root from the second central
moment (RMS)) for the estimation of distinguishability of histograms.

6. Conclusions

The considered approach allows to perform the comparison of histograms in more
details than methods which use only one test statistics. Our method can be used in
tasks of monitoring of the equipment during experiments.

The main items of the consideration are

— the normalized significance of deviation provides us the distribution which is close
to N(0,1) if G; = Go;

— the rehistogramming provides us the tool for an estimation of the accuracy in
the determination of statistical moments and, correspondingly, for testing the
hypothesis about distinguishability of histograms;

— the probability of correct decision gives us the estimator of the decision quality.
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Baaa MPOBEPKH CTATUCTUYECKOM TUIIOTE3BI O TOM, UTO J[BE I'MCTOTPAMMBI IIOJIYIE€HbI IPU
06paboTKe COOBITHI, B3SITHIX U3 OJIHON U TOH 2Ke MeHepaJIbHON COBOKYITHOCTU COOBITH, KJTIO-
geBasi BO MHOTHX HAYYHBIX nCCaemoBanmsaX. CyIIecTByeT HECKOJIBKO MOIXOM0B K PEIIEHUIO
nanHOi 3agaun. OOGBIYHO HMCIIOJIB3YETCs OJHOMEPHAsl TeCTOBasi craTucTuka. Mbl npemiaraem
HOBBIiT TIOJIXO K TPOBEPKE TUIIOTE3bI O TOM, UTO JIBE PEATU3AINY CTY IAHON BEJIMIUHBI, TTPE/]T-
CTaBJIEHHDBIE B BHUJIE TUCTOTPAMM, TIOJIYI€HBI IPU 0O0PabOTKE COOBITHUI, bepyImuXcs U3 OTHON U
TOM Ke reHepaJIbHOI COBOKYIHOCTH. 110/1X0/ OCHOBAH HA MOHATHUN «3HAYUMOCTH PA3IUUNIS.
JlaHHasT BeJTMYNHA BBIYUCIISIETCS IS KAXKIOrO OMHA THCTOPAMM U MOMYMHSIETCS PaCIpeie-
JIEHUIO, OJIM3KOMY K CTAHIAPTHOMY HOPMAJILHOMY PACIIPE/ICSIEHUIO, €CAU 00€ THCTOrPaMMBbI
IIOJIyYIeHBI IpU 00pabOTKe COOBITHI, B3ATHIX U3 OJHOM reHepasibHOM coBoKynHOCTH. [Ipeia-
TaeMbIf METO/T TTO3BOJISIET OMPEJETUTh CTATUCTAIECKYIO PA3HUILY MEXK/Ty TUCTOTPAMMAaMU [IPU
IIOMOIII MHOTOMEPHOH TECT CTATUCTUKU. Pa3IMINMOCTb TUCTOIPAMM OIIEHUBAECTCS Uepe3 re-
HEPAIUIO TIOBTOPHBIX (MOJOGHBIX) TUCTOIPAMM JIJIsl KAXKJION U3 MCXOAHBIX rucrorpamm. JlaH-
HBII METO/T TO3BOJISIET UCIOJIH30BATH H0JIee MOIHBIE KPUTEPUH PA3TUIUMOCTH THCTOIPAMM,
€M METO/IbI UCIIOIB3YIOIIIE OJHOMEPHYIO TeCT-CTATUCTHUKY. IIpeyiaraeTcst HCOIb30BaTh MO~
HATHE «BEPOSATHOCTH IIPABUJILHOIO PEIIEHHs» B YTBEPKJIEHUH O PA3JIUINMOCTH FUCTOIDAMM
KaK OIEHKY KadeCTBA MPUHUMAEMOTO DEIeHUS.

KuroueBnle ciioBa: Teopus pacupenesenunii, meros Mourte-Kapiio, Teopus omubok, ana-
JIN3 TAHHBIX, 00pabOTKa COOBITHI, OIIEHNBAHKE TAPAMETPOB PACIPEIETICHUI, TOTOK COOBITHIA,
IIPOBEPKa I'UIIOTES.





