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In adiabatic representation the multichannel scattering problem for a multidimensional
Schrödinger equation is reduced to the boundary value problem (BVP) for a system of cou-
pled self-adjoined second-order ordinary differential equations on a finite interval with homo-
geneous boundary conditions of the third type at the left and right boundary points in the
framework of the Kantorovich method using adiabatic basis of surface functions depending
on longitudinal variable as a parameter. The homogeneous third-type boundary conditions
for the desirable wave functions of the BVP are formulated using the known set of linear
independent regular and irregular asymptotic solutions in the open channels of the reduced
multichannel scattering problem on an axis which involve the desirable reflection and trans-
mission amplitude matrices, and the set of linear independent regular asymptotic solutions
in the closed channels. The economical and stable algorithm for numerical calculation with
given accuracy of reflection and transmission matrices, and the corresponding wave func-
tions of the multichannel scattering problem for the system of equations containing potential
matrix elements and first-derivative coupling terms is proposed using high-order accuracy
approximations of the finite element method (FEM). The efficiency of the proposed algo-
rithm is demonstrated by solving of the two-dimensional quantum transmittance problem for
a pair of coupled particles with oscillator interaction potentials penetrating through repulsive
Coulomb-type potentials and scattering problem of electron in a Coulomb field of proton and
in the homogeneous magnetic field in the framework of the Kantorovich and Galerkin-type
methods and studying their convergence.
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1. Introduction

In the adiabatic representation [1] the multichannel scattering problem for a mul-
tidimensional Schrödinger equation describing three-dimensional tunneling of a di-
atomic molecule incident upon a potential barrier [2], fission model of collision of
heavy ions [3] or Coulomb scattering with transversal confinement produced by uni-
form magnetic field or channeling ions in crystal [4–6] is reduced by separating the
longitudinal coordinate, labeled as 𝑧, from the transversal variables to the boundary
value problem (BVP) for a system of self-adjoined second-order ordinary differen-
tial equations containing the potential matrix elements and first-derivative coupling
terms. Such reduction of the problem is performed in the framework of the Kan-
torovich method [7] using basis of surface eigenfunctions by transversal variables of
auxiliary BVP depended on the longitudinal variable as a parameter [8]. In order
to guarantee high-order accuracy of numerical solution the BVP the relevant po-
tential matrix elements should be evaluated with the same level of accuracy as the
approximate solutions. The corresponding algorithms of numerical solution with given
accuracy for the parametric two-dimensional boundary-value problem and calculation
of the solution derivative with respect to the parameter and the matrix elements using
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the finite-element method (FEM) [9–11] have been elaborated [8]. The variable coeffi-
cients of the ordinary differential equations and the corresponding solutions can have a
long-range asymptotic behavior by inverse powers of the independent variable. In this
case to reduce the problem to the finite interval of integration the new algorithm for
evaluation of asymptotic expansions of desirable solutions, in series by inverse powers
of the independent variable based on using an appropriate etalon equation has been
elaborated [12]. For problems similar to the penetration of composite system through
the long-range repulsive barrier potentials, solving the auxiliary BVP depended on
the center mass variable as a parameter is rather complicate problem [13]. In this case
we will include the barrier potentials after averaging over basis of surface paramet-
ric eigenfunctions of composite system as additional potential matrix into the systems
of coupled self-adjoined differential equations with respect to center mass variable
derived in the framework of the Kantorovich method. Preliminary we studied this
problem using averaging barrier potentials over the basis of surface eigenfunctions of
the Galerkin-type method [14,15]. Thus, to solve the above problems we need to for-
mulate an appropriate BVP and develop method, algorithms and software together
with benchmark calculations which will reveal specific features of realization of the
Kantorovich and Galerkin-type methods and their combinations.

The purpose of this paper is to present a suitable formulation of the multichannel
scattering problem for a multidimensional Schrödinger equation based on the Kan-
torovich and Galerkin-type methods implemented as an economical and stable algo-
rithm based on high-order accuracy approximations of the boundary value problem
using the FEM. The third-type boundary conditions are formulated for the consid-
ered scattering problem with respect to the desirable wave functions, reflection and
transmission matrices by using the known set of linear independent asymptotic reg-
ular and irregular solutions in the open channels, and the set of linear independent
regular asymptotic solutions in the closed channels, respectively. An essential part
of the resulting algorithm consists in economical formulations of nonhomogenous al-
gebraic problems using the matrices of logarithmic derivatives of asymptotic regular
solution at one boundary point and the matrices of logarithmic derivatives of the so-
lution calculated in the finite interval at another boundary point used to determine
the reflection matrix. As a benchmark calculation, the algorithm implemented in the
form program KANTBP 3.0 [16] is applied to computing the transmission coefficient
for the 2D-model of a pair of particles, coupled by the oscillator interaction potential,
describing the penetration through symmetric or nonsymmetric barriers, as well as
the long-range repulsive truncated Coulomb [13] and Coulomb like barriers [12], and
the Coulomb scattering with the transversal confinement oscillator potential produced
by uniform magnetic field [4].

The paper is organized as follows. In Section 2 we give a brief overview of the
problem. In section 3 the nonhomogeneous algebraic problem using FEM is formu-
lated. In section 4 the description of the auxiliary algorithm for the calculation of
linear independent asymptotic regular and irregular solutions in open channels, and
linear independent regular asymptotic solutions in closed channels is given. In section
5 the benchmark calculations of penetration coefficient and analysis of convergence
within the framework of Kantorovich and Galerkin-type methods are presented. In
conclusion a brief summary is given and further applications are described.

2. Statement of the Problem

A wide class of quantum-mechanical problems are reduced to the solution of mul-
tidimensional Schrödinger equation for the wave function Ψ(𝑟, 𝑥):(︂

− 1

𝑓1(𝑧)

𝜕

𝜕𝑧
𝑓2(𝑧)

𝜕

𝜕𝑧
+

1

𝑓3(𝑧)
𝐿(𝑥; 𝑧)− 2𝐸

)︂
Ψ(𝑧, 𝑥) = 0. (1)
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Here 𝐿(𝑥; 𝑧) = −Λ̂2
𝑥 +𝑈(𝑧, 𝑥) is a self-adjoin elliptic differential operator with partial

derivatives in a finite region 𝑋̂ ⊂ R𝑑′ , 𝑥 = {𝑥𝑗}𝑑
′−1
𝑗=1 ∈ 𝑋̂ is a set of independent (fast)

variables, 𝑧 ∈ (𝑧min, 𝑧max) ∈ 𝐵 ⊂ R1 is independent (slow) variable, 𝑋 = 𝐵⊗𝑋̂ ⊂ R𝑑′

is a finite region of configuration space R𝑑′ ; 𝐸 is a spectral parameter, corresponding
to the energy of a quantum system. It is assumed that the functions 𝑓1(𝑧) > 0,
𝑓2(𝑧) > 0, 𝑓3(𝑧) > 0, 𝜕𝑧𝑓2(𝑧), 𝑈(𝑧, 𝑥) and 𝜕𝑧𝑈(𝑧, 𝑥) are continuous and bounded for
all (𝑧, 𝑥) ∈ 𝑋. It is also assumed that the self-adjoin operator 𝐿(𝑥; 𝑧) for each value
of 𝑧 ∈ (𝑧1 = 𝑧min, 𝑧2 = 𝑧max) ∈ 𝐵 ⊂ R1 has only a discrete real spectrum 𝜀(𝑧).

The solutions Ψ(𝑧, 𝑥) ∈ L2(𝑋) of Eq. (1) are subject to the boundary conditions
of the third kind

𝜇𝑖
𝜕Ψ(𝑧, 𝑥)

𝜕𝑧
− 𝜆𝑖Ψ(𝑧, 𝑥) = 0, 𝑧 = 𝑧𝑖, 𝑥 ∈ 𝜕𝑋̂ ∪ 𝑋̂,

𝑎
𝜕Ψ(𝑧, 𝑥)

𝜕n
− 𝑏(𝑧)Ψ(𝑧, 𝑥) = 0, 𝑥 ∈ 𝜕𝑋̂, 𝑧 ∈ [𝑧min, 𝑧max],

(2)

where 𝜇1, 𝜇2, 𝑎 are real constants; 𝜆𝑖 ≡ 𝜆𝑖(𝑧𝑖) are real functions depending on 𝑧𝑖;
𝜇2
𝑖 + 𝜆2𝑖 ̸= 0; 𝑏(𝑧) and 𝜕𝑧𝑏(𝑧) are continuous and bounded functions; 𝑎2 + 𝑏2(𝑧) ̸= 0; n

is unit vector normal to the bounds 𝜕𝑋̂ of domain 𝑋̂.

In Kantorovich method [7] the partial wave function Ψ𝑖(𝑟, 𝑥) sought in the form of
an expansion over the set of the one-parameter basic functions{𝜓𝑗(𝑥; 𝑧)}𝑁𝑗=1 ∈ ℱ𝑧 ∼
L2(𝑋̂):

Ψ𝑖(𝑧, 𝑥) =

𝑁∑︁
𝑗=1

𝜓𝑗(𝑥; 𝑧)𝜒
(𝑖)
𝑗 (𝑧). (3)

In the expansion (3) the functions {𝜒(𝑖)
𝑗 (𝑧)}𝑁𝑗=1 are unknown. The basis functions

{𝜓𝑗(𝑥; 𝑧)}𝑁𝑗=1 are defined as parametric solutions of the eigenvalue problem

𝐿(𝑥; 𝑧)𝜓𝑗(𝑥; 𝑧) = 𝜀𝑗(𝑧)𝜓𝑗(𝑥; 𝑧),

𝑎
𝜕𝜓𝑗(𝑥; 𝑧)

𝜕n
− 𝑏(𝑧)𝜓𝑗(𝑥; 𝑧) = 0, 𝑥 ∈ 𝜕𝑋̂, 𝑧 ∈ [𝑧min, 𝑧max].

(4)

Here 𝜀1(𝑧) < · · · < 𝜀𝑁 (𝑧) < · · · ∈ 𝜀(𝑧) is the set of the desired 𝑁 real-valued eigen-
values, arranged in the ascending order. The basis functions {𝜓𝑗(𝑥; 𝑧)}𝑁𝑗=1 form

an orthonormal basis for a set of variables 𝑥 = {𝑥𝑗}𝑑
′−1
𝑗=1 ∈ 𝑋̂ for each value of

𝑧 ∈ (𝑧min, 𝑧max) ∈ 𝐵, which is regarded as a parameter. The basis functions sat-
isfy the orthogonality and normalization conditions⟨

𝜓𝑖(𝑥; 𝑧)
⃒⃒⃒
𝜓𝑗(𝑥; 𝑧)

⟩
𝑥
=

∫︁
𝑋̂

𝜓𝑖(𝑥; 𝑧)𝜓𝑗(𝑥; 𝑧)𝑑𝑥
𝑑′−1 = 𝛿𝑖𝑗 , (5)

where 𝛿𝑖𝑗 is the Kronecker symbol.

Substituting the expansion (3) in Eq. (1) and averaging over the orthogonal basis
(4), (5), the multidimensional Schrödinger equation is reduced to a finite set of 𝑁
ordinary second-order differential equations on the finite interval [𝑧min, 𝑧max] for the

partial solution 𝜒(𝑗)(𝑧) =
(︁
𝜒
(𝑗)
1 (𝑧), . . . , 𝜒

(𝑗)
𝑁 (𝑧)

)︁𝑇
(D− 2𝐸 I)𝜒(𝑗)(𝑧) ≡

(︂
−I 1

𝑓1(𝑧)

𝜕

𝜕𝑧
𝑓2(𝑧)

𝜕

𝜕𝑧
+V(𝑧) +
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+
𝑓2(𝑧)

𝑓1(𝑧)
Q(𝑧)

d

d𝑧
+

1

𝑓1(𝑧)

d 𝑓2(𝑧)Q(𝑧)

d𝑧
− 2𝐸 I

)︂
𝜒(𝑗)(𝑧) = 0. (6)

Here I, V(𝑧) and Q(𝑧) are the unit, symmetric and antisymmetric 𝑁 ×𝑁 matrices:

𝑉𝑖𝑗(𝑧) =
𝜀𝑖(𝑧) + 𝜀𝑗(𝑧)

2𝑓3(𝑧)
𝛿𝑖𝑗 +

𝑓2(𝑧)

𝑓1(𝑧)
𝐻𝑖𝑗(𝑧), 𝐼𝑖𝑗 = 𝛿𝑖𝑗 ,

𝐻𝑖𝑗(𝑧) = 𝐻𝑗𝑖(𝑧) =

⟨
𝜕𝜓𝑖(𝑥; 𝑧)

𝜕𝑧

⃒⃒⃒⃒
𝜕𝜓𝑗(𝑥; 𝑧)

𝜕𝑧

⟩
𝑥

,

𝑄𝑖𝑗(𝑧) = −𝑄𝑗𝑖(𝑧) = −
⟨
𝜓𝑖(𝑥; 𝑧)

⃒⃒⃒⃒
𝜕𝜓𝑗(𝑥; 𝑧)

𝜕𝑧

⟩
𝑥

.

(7)

The basis functions {𝜓𝑗(𝑥; 𝑧)}𝑁𝑗=1 form an orthonormal basis, and on the bound-
aries of the interval 𝑧 ∈ [𝑧min, 𝑧max] the following conditions are satisfied:⟨

𝜓𝑗(𝑥; 𝑧)

⃒⃒⃒⃒
𝜇
(𝑖)
𝑙

𝜕Ψ𝑖(𝑧, 𝑥)

𝜕𝑧
− 𝜆(𝑖)𝑙 Ψ𝑖(𝑧, 𝑥)

⟩
𝑥

= 0, 𝑧 = 𝑧𝑙, (8)

from which the uniform matrix boundary conditions of the third type follow

𝜇
(𝑖)
𝑙

(︂
I
𝑑

𝑑𝑧
−Q(𝑧)

)︂
𝜒(𝑖)(𝑧)− 𝜆(𝑖)𝑙 𝜒(𝑖)(𝑟) = 0, 𝑧 = 𝑧𝑙. (9)

We assume that V(𝑧) and Q(𝑧) matrices have the following asymptotic behaviour at
large 𝑧 = 𝑧± → ±∞

𝑉𝑖𝑗(𝑧±) =

(︃
𝜖𝑗 +

2𝑍±𝑗
𝑧±

)︃
𝛿𝑖𝑗 +

∑︁
𝑙=2

𝑣
(𝑙,±)
𝑖𝑗

𝑧𝑙±
, 𝑄𝑖𝑗(𝑧±) =

∑︁
𝑙=1

𝑞
(𝑙,±)
𝑖𝑗

𝑧𝑙±
, (10)

where 𝜖1 6 . . . 6 𝜖𝑁 are the threshold energy values.
In the present work a scattering problem is solved using the boundary conditions

at 𝑧 = 𝑧min and 𝑧 = 𝑧max:

𝑑Φ(𝑧)

𝑑𝑧

⃒⃒⃒⃒
𝑧=𝑧min

= ℛ(𝑧min)Φ(𝑧min),
𝑑Φ(𝑧)

𝑑𝑧

⃒⃒⃒⃒
𝑧=𝑧max

= ℛ(𝑧max)Φ(𝑧max), (11)

whereℛ(𝑧) is an unknown 𝑁×𝑁 matrix function, Φ(𝑧) = {𝜒(𝑗)(𝑧)}𝑁𝑜
𝑗=1 is the required

𝑁×𝑁𝑜 matrix solution and 𝑁𝑜 is the number of open channels, 𝑁𝑜 = max2𝐸>𝜖𝑗 𝑗 6 𝑁 .

From this we obtain the quadratic functional (similar to Eq. (23) in [17] and Eq.
(5) in [18])

Ξ(Φ, 𝐸, 𝑧min, 𝑧max) ≡
𝑧max∫︁
𝑧min

Φ𝑇 (𝑧) (D− 2𝐸 I)Φ(𝑧)d𝑧 = Π(Φ, 𝐸, 𝑧min, 𝑧max)−

− 𝑓2(𝑧max)Φ
𝑇 (𝑧max)G(𝑧max)Φ(𝑧max) + 𝑓2(𝑧min)Φ

𝑇 (𝑧min)G(𝑧min)Φ(𝑧min), (12)

where Π(Φ, 𝐸, 𝑧min, 𝑧max) is the symmetric functional

Π(Φ, 𝐸, 𝑧min, 𝑧max) =

𝑧max∫︁
𝑧min

[︃
𝑓2(𝑧)

𝑑Φ𝑇 (𝑧)

𝑑𝑧

𝑑Φ(𝑧)

𝑑𝑧
+ 𝑓1(𝑧)Φ

𝑇 (𝑧)V(𝑧)Φ(𝑧) +
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+𝑓2(𝑧)Φ
𝑇 (𝑧)Q(𝑧)

𝑑Φ(𝑧)

𝑑𝑧
− 𝑓2(𝑧)

𝑑Φ(𝑧)𝑇

𝑑𝑧
Q(𝑧)Φ(𝑧)− 𝑓1(𝑧)2𝐸Φ𝑇 (𝑧)Φ(𝑧)

]︂
d𝑧, (13)

and G(𝑧) = ℛ(𝑧) − Q(𝑧) is a 𝑁 × 𝑁 matrix function which should be symmetric
according to the conventional R-matrix theory [19].

2.1. The Physical Scattering Asymptotic Forms of Solutions in
Longitudinal Coordinates and the Scattering Matrix

The matrix solution Φ𝑣(𝑧) = Φ(𝑧) describing the incidence of the particle and its
scattering, which has the asymptotic form “incident wave + outgoing waves” (see Fig.
1a), is

Φ𝑣(𝑧 → ±∞) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
{︂

X(+)(𝑧)T𝑣, 𝑧 > 0,

X(+)(𝑧) +X(−)(𝑧)R𝑣, 𝑧 < 0,
𝑣 =→,{︂

X(−)(𝑧) +X(+)(𝑧)R𝑣, 𝑧 > 0,

X(−)(𝑧)T𝑣, 𝑧 < 0,
𝑣 =←,

(14)

where R𝑣 and T𝑣 are the reflection and transmission 𝑁𝑜 × 𝑁𝑜 matrices, 𝑣 =→ and
𝑣 =← denote the initial direction of the particle motion along the 𝑧 axis. Here the
leading term of the asymptotic rectangular matrix functions X(±)(𝑧) has the form
[20,21]

𝑋
(±)
𝑖𝑗 (𝑧)→ 𝑝

−1/2
𝑗 exp

(︂
±𝚤
(︂
𝑝𝑗𝑧 −

𝑍𝑗
𝑝𝑗

ln(2𝑝𝑗 |𝑧|)
)︂)︂

𝛿𝑖𝑗 ,

𝑝𝑗 =
√︀

2𝐸 − 𝜖𝑗 𝑖 = 1, . . . , 𝑁, 𝑗 = 1, . . . , 𝑁𝑜,

(15)

where 𝑍𝑗 = 𝑍+
𝑗 at 𝑧 > 0 and 𝑍𝑗 = 𝑍−𝑗 at 𝑧 < 0.

( )( )z X

( )( )z!X R
"

(+)( )zX T
"
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0z $ 0z %
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#
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#
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"
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 ( )z# "&'(

(a) (b)

Figure 1. Schematic diagrams of the continuum spectrum waves having the
asymptotic form: (a) “incident wave + outgoing waves”, (b) “incident waves +

outgoing wave”

The matrix solution Φ𝑣(𝑧, 𝐸) is normalized by the condition

∞∫︁
−∞

Φ†𝑣′(𝑧, 𝐸
′)Φ𝑣(𝑧, 𝐸)𝑓1(𝑧)d𝑧 = 2𝜋𝛿(𝐸′ − 𝐸)𝛿𝑣′𝑣I𝑜𝑜, (16)

where I𝑜𝑜 is the unit 𝑁𝑜 ×𝑁𝑜 matrix. Let us rewrite Eq. (14) in the matrix form at
𝑧+ → +∞ and 𝑧− → −∞ as(︂

Φ→(𝑧+) Φ←(𝑧+)

Φ→(𝑧−) Φ←(𝑧−)

)︂
=

(︂
0 X(−)(𝑧+)

X(+)(𝑧−) 0

)︂
+

(︂
0 X(+)(𝑧+)

X(−)(𝑧−) 0

)︂
S, (17)
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where the scattering matrix S

S =

(︂
R→ T←
T→ R←

)︂
(18)

is composed of the reflection and transmission matrices.

It should be noted that the functions X(±)(𝑧) satisfy the relations

Wr(Q(𝑧);X(∓)(𝑧),X(±)(𝑧)) = ±2𝚤I𝑜𝑜, Wr(Q(𝑧);X(±)(𝑧),X(±)(𝑧)) = 0, (19)

where Wr(∙;a(𝑧),b(𝑧)) is the generalized Wronskian with the long derivative defined
as

Wr(∙;a(𝑧),b(𝑧)) = a𝑇 (𝑧)

(︂
𝑑b(𝑧)

𝑑𝑧
− ∙b(𝑧)

)︂
−
(︂
𝑑a(𝑧)

𝑑𝑧
− ∙a(𝑧)

)︂𝑇
b(𝑧). (20)

This Wronskian is used to estimate the desirable accuracy of the above expansion.

Let us prove that the scattering matrix (18) is symmetric and unitary. Using Eqs.
(14) and (19), we arrive at the following relations

Wr(Q(𝑧);Φ*→(𝑧),Φ→(𝑧)) =

{︃
+2𝚤T†→T→, 𝑧 > 0,

+2𝚤(I𝑜𝑜 −R†→R→), 𝑧 < 0,

Wr(Q(𝑧);Φ*←(𝑧),Φ←(𝑧)) =

{︃
−2𝚤T†←T←, 𝑧 < 0,

−2𝚤(I𝑜𝑜 −R†←R←), 𝑧 > 0,

Wr(Q(𝑧);Φ*→(𝑧),Φ←(𝑧)) =

{︃
+2𝚤T†→R←, 𝑧 > 0,

−2𝚤R†→T←, 𝑧 < 0,

Wr(Q(𝑧);Φ*←(𝑧),Φ→(𝑧)) =

{︃
+2𝚤R†←T→, 𝑧 > 0,

−2𝚤T†←R→, 𝑧 < 0,
(21)

Wr(Q(𝑧);Φ→(𝑧),Φ←(𝑧)) =

{︃
−2𝚤T𝑇

→, 𝑧 > 0,

−2𝚤T←, 𝑧 < 0,

Wr(Q(𝑧);Φ→(𝑧),Φ→(𝑧)) =

{︃
+0, 𝑧 > 0,

+2𝚤(R𝑇
→ −R→), 𝑧 < 0,

Wr(Q(𝑧);Φ←(𝑧),Φ←(𝑧)) =

{︃
−2𝚤(R𝑇

← −R←), 𝑧 > 0,

+0, 𝑧 < 0,

where the asterisk denotes complex conjugation. From here, we obtain the following
properties of the reflection and transmission matrices:

T†→T→ +R†→R→ = I𝑜𝑜 = T†←T← +R†←R←,

T†→R← +R†→T← = 0 = R†←T→ +T†←R→,

T𝑇
→ = T←, R𝑇

→ = R→, R𝑇
← = R←.

(22)

This means that the scattering matrix (18) is symmetric and unitary.

Another type of the matrix solution Φ̂𝑣(𝑧) = Φ(𝑧) describing the incidence of the
particle and its scattering, which has the inverse asymptotic form “incident waves +
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outgoing wave” (see Fig. 1b), is

Φ̂𝑣(𝑧 → ±∞) =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

{︃
X(+)(𝑧) +X(−)(𝑧)R̂†𝑣, 𝑧 > 0,

X(+)(𝑧)T̂†𝑣, 𝑧 < 0,
, 𝑣 =→,{︃

X(−)(𝑧)T̂†𝑣, 𝑧 > 0,

X(−)(𝑧) +X(+)(𝑧)R̂†𝑣, 𝑧 < 0,
, 𝑣 =← .

(23)

Note, that the equality Φ̂
*
→←(𝑧) = Φ←→(𝑧) should be valid from which we obtain

R̂→ = R←, R̂← = R→, T̂𝑣 = T𝑣. Therefore we consider below only matrix-solution
Φ𝑣(𝑧).

2.2. Calculation of Matrices G(𝑧max) at 𝑣 =→ and G(𝑧min) at 𝑣 =←

Suppose that the set of linear independent regular square-solutions Φreg
𝑣 (𝑧) =

{𝜒(𝑗)
reg(𝑧)}𝑁𝑗=1 for the problem under consideration with the components 𝜒

(𝑗)
reg(𝑧) =

(𝜒reg
1𝑗 (𝑧), . . . , 𝜒

reg
𝑁𝑗(𝑧))

𝑇 is known at 𝑧 > 0, 𝑣 =→ and at 𝑧 < 0, 𝑣 =←, i.e.,

Φreg
→ (𝑧) = X̃(+)(𝑧), 𝑧 > 0, Φreg

← (𝑧) = X̃(−)(𝑧), 𝑧 < 0,

𝑋̃
(±)
𝑖𝑗 (𝑧) = 𝑋

(±)
𝑖𝑗 (𝑧), 𝑖 = 1, . . . , 𝑁, 𝑗 = 1, . . . , 𝑁𝑜.

If some channels are closed, we should use additional linear independent regular as-
ymptotic functions at 𝑧 > 0 and 𝑧 < 0, respectively:

𝑋̃
(±)
𝑖𝑗 (𝑧)→ 𝑞

−1/2
𝑗 exp

(︃
∓

(︃
𝑞𝑗𝑧 +

𝑍±𝑗
𝑞𝑗

ln(2𝑞𝑗 |𝑧|)

)︃)︃
𝛿𝑖𝑗 ,

𝑞𝑗 =
√︀
𝜖𝑗 − 2𝐸, 𝑖 = 1, . . . , 𝑁, 𝑗 = 𝑁𝑜 + 1, . . . , 𝑁.

(24)

In this case the matrix G(𝑧) at 𝑧 = 𝑧max > 0, 𝑣 =→ or at 𝑧 = 𝑧min < 0, 𝑣 =← can be
expressed via the known set of linear independent regular solutions Φreg

𝑣 (𝑧)

G(𝑧) = ℛ(𝑧)−Q(𝑧) =
𝑑Φreg

𝑣 (𝑧)

𝑑𝑧
(Φreg

𝑣 (𝑧))
−1 −Q(𝑧). (25)

The matrix G(𝑧) at 𝑧 = 𝑧min, 𝑣 =← and at 𝑧 = 𝑧max, 𝑣 =→ will be used in the next
sections.

3. Formulation of the Algebraic Problem using the FEM

Computational schemes having high order of accuracy for the solution of the mul-
tichannel scattering problem (6)–(11) at a fixed value of energy 𝐸 in open channels are
derived from the variational functional (12), (13) on the basis of the FEM. The gen-
eral idea of the FEM in one-dimensional space is to divide the interval [𝑧min, 𝑧max] into
many small domains referred as elements. The size of elements can be defined very
freely so that the physical properties or qualitative behavior of the desired solutions
can be taken into account.

The interval Δ = [𝑧min, 𝑧max] is covered by a system of 𝑛 subintervals Δ𝑗 =
[𝑧𝑗−1, 𝑧𝑗 ] in such a way that Δ =

⋃︀𝑛
𝑗=1 Δ𝑗 . In each subinterval Δ𝑗 the nodes

𝑧𝑝𝑗,𝑟 = 𝑧𝑗−1 +
ℎ𝑗
𝑝
𝑟, ℎ𝑗 = 𝑧𝑗 − 𝑧𝑗−1, 𝑟 = 0, 𝑝, (26)
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and the Lagrange elements
{︀
𝜙𝑝𝑗,𝑟(𝑧)

}︀𝑝
𝑟=0

of the order 𝑝

𝜙𝑝𝑗,𝑟(𝑧) =

𝑝∏︁
𝑖=0,𝑖̸=𝑟

(𝑧 − 𝑧𝑝𝑗,𝑖)
(𝑧𝑝𝑗,𝑟 − 𝑧

𝑝
𝑗,𝑖)

(27)

for the approximated function are determined. Using the Lagrange interpolation ele-
ments 𝜙𝑝𝑗,𝑟(𝑧), we define the set of local functions 𝑁𝑙(𝑧) as follows:

𝑁𝑝
𝑙 (𝑧) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

{︂
𝜙𝑝1,0(𝑧), 𝑧 ∈ Δ1,

0, 𝑧 ̸∈ Δ1,
𝑙 = 0,{︂

𝜙𝑝𝑗,𝑟(𝑧), 𝑧 ∈ Δ𝑗 ,

0, 𝑧 ̸∈ Δ𝑗 ,
𝑙=𝑟+𝑝(𝑗−1), 𝑟=1, 𝑝−1,⎧⎪⎨⎪⎩

𝜙𝑝𝑗,𝑝(𝑧), 𝑧 ∈ Δ𝑗 ,

𝜙𝑝𝑗+1,0(𝑧), 𝑧 ∈ Δ𝑗+1,

0, 𝑧 ̸∈ Δ𝑗

⋃︀
Δ𝑗+1,

𝑙 = 𝑗𝑝, 𝑗 = 1, 𝑛− 1,

{︂
𝜙𝑝𝑛,𝑝(𝑧), 𝑧 ∈ Δ𝑛,

0, 𝑧 ̸∈ Δ𝑛,
𝑙 = 𝑛𝑝.

(28)

The functions {𝑁𝑝
𝑙 (𝑧)}𝐿𝑙=0, 𝐿 = 𝑛𝑝 form a basis in the space of the piecewise polyno-

mials of the (𝑝+1)-th order. Now, each component of the vector functions 𝜒(𝑖𝑜)(𝑧) ∈
ℋ1(Ωℎ𝑧) is approximated by a finite sum of local functions 𝑁𝑝

𝑙 (𝑧)

𝜒(𝑖𝑜)
𝜈 (𝑧) =

𝐿∑︁
𝑙=0

(𝜒𝑙;(𝑖𝑜)𝜈 )𝑁𝑝
𝑙 (𝑧), (29)

i.e. the vector function 𝜒(𝑖𝑜)(𝑧) has a generalized first-order partial derivative and
belongs to the Sobolev space ℋ1(Ωℎ𝑧) [9].

After substituting the expansion (29) into the variational functional (12), (13) the
solution of the multichannel scattering problem (6)–(11) at a fixed value of energy 𝐸
in open channels similar to [17] is reduced to the solution of the algebraic problem
with respect to the matrix solution Φℎ ≡ ((𝜒(1))ℎ, . . . , (𝜒(𝑁𝑜))ℎ):

G𝑝Φℎ ≡ (A𝑝 − 2𝐸B𝑝)Φℎ = (M𝑝
max −M𝑝

min)Φ
ℎ, (30)

which subjects to the boundary conditions

𝑑Φℎ(𝑧)

d𝑧
= (G(𝑧) +Q(𝑧))Φℎ(𝑧), 𝑧 = 𝑧min, 𝑧 = 𝑧max. (31)

HereA𝑝 andB𝑝 are symmetric (𝐿𝑁)×(𝐿𝑁) matrices, 𝐿 is the number of the nodes of
the finite element grid on the interval [𝑧min, 𝑧max], M

𝑝
max and M𝑝

min are (𝐿𝑁)× (𝐿𝑁)
matrices with zero elements except the right-lower and left-upper 𝑁 × 𝑁 matrices
equal to 𝑓2(𝑧max)G(𝑧max) and 𝑓2(𝑧min)G(𝑧min), respectively, G(𝑧) = ℛ(𝑧) −Q(𝑧) is
the 𝑁 ×𝑁 matrix function, A𝑝 is the stiffness matrix; B𝑝 is the positive definite mass
matrix; (𝜒(𝑖𝑜))ℎ is the vector approximating the solution on the finite-element grid.
The matrices A𝑝 and B𝑝 have the following form:

A𝑝 =

𝑛∑︁
𝑗=1

a𝑝𝑗 , B𝑝 =

𝑛∑︁
𝑗=1

b𝑝𝑗 , (32)
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the local matrices a𝑝𝑗 and b𝑝𝑗 are calculated as

(a𝑝𝑗 )
𝑞𝑟
𝜇𝜈 =

+1∫︁
−1

{︂
𝛿𝜇𝜈

4

ℎ2𝑗
𝑓2(𝑧)

d𝜙𝑝𝑗,𝑞(𝑧)

d𝑧

d𝜙𝑝𝑗,𝑟(𝑧)

d𝑧
+𝑓1(𝑧)𝑉𝜇𝜈(𝑧)𝜙

𝑝
𝑗,𝑞(𝑧)𝜙

𝑝
𝑗,𝑟(𝑧)+

+
2

ℎ𝑗
𝑓2(𝑧)𝜙

𝑝
𝑗,𝑞(𝑧)𝑄𝜇𝜈(𝑧)

d𝜙𝑝𝑗,𝑟(𝑧)

d𝑧
− 2

ℎ𝑗
𝑓2(𝑧)

d𝜙𝑝𝑗,𝑞(𝑧)

d𝑧
𝑄𝜇𝜈(𝑧)𝜙

𝑝
𝑗,𝑟(𝑧)

}︂
ℎ𝑗
2
d𝜂, (33)

(b𝑝𝑗 )
𝑞𝑟
𝜇𝜈 = 𝛿𝜇𝜈

+1∫︁
−1

𝑓1(𝑧)𝜙
𝑝
𝑗,𝑞(𝑧)𝜙

𝑝
𝑗,𝑟(𝑧)

ℎ𝑗
2
d𝜂, (34)

𝑧 = 𝑧𝑗−1 + 0.5ℎ𝑗(1 + 𝜂), 𝑞, 𝑟 = 0, 𝑝.

In particular, the integrals (34) are evaluated using the Gaussian quadrature. Note,
that in this approach maximum value of the half-band of the matrices A𝑝 and B𝑝 is
small compared to their dimension and is not greater than 𝑁(𝑝+ 1).

Let D(𝑧) be a continuous and bounded positively defined operator in the space
ℋ1 with the energy norm, 𝜒(𝑖)(𝑧) ∈ ℋ2 are the exact solutions of Eqs. (6)–(11),
and (𝜒(𝑖))ℎ(𝑧) ∈ ℋ1 are the corresponding numerical solutions. Then the following
estimates are valid [9]:

||𝜒(𝑖)(𝑧)− (𝜒(𝑖))ℎ||0 6 𝑐ℎ𝑝
′
, 𝑐 > 0, (35)

where ‖𝜒(𝑖)(𝑧)‖20 =
∫︀ 𝑧max

𝑧min
d𝑧(𝜒(𝑖)(𝑧))𝑇𝜒(𝑖)(𝑧), ℎ is the grid step, (𝑝+1) is the order of

finite elements, 𝑖 is the number of the corresponding eigensolution, and the constant
𝑐 does not depend on the step ℎ.

3.1. Calculation of the Matrix Solution Φ𝑣(𝑧)

First, we consider the numerical algorithm for calculating the matrix solutionΦℎ =
Φℎ
←. In this case Eq. (30) can be rewritten in the following form

(G𝑝 +M𝑝
min)

(︂
Φ𝑎
←

Φ𝑏
←

)︂
≡
(︂
G𝑎𝑎
← G𝑎𝑏

←
G𝑏𝑎
← G𝑏𝑏

←

)︂(︂
Φ𝑎
←

Φ𝑏
←

)︂
=

= 𝑓2(𝑧𝑚𝑎𝑥)

(︂
0 0

0 G(𝑧max)

)︂(︂
Φ𝑎
←

Φ𝑏
←

)︂
. (36)

Here G𝑝 and M𝑝
min are the matrices determined in accordance with Eqs. (30), (31)

and (25), while G(𝑧max) is the unknown matrix of the dimension 𝑁 ×𝑁 and Φ𝑎
← and

Φ𝑏
← ≡ Φ←(𝑧max) are the required matrix solutions of the dimension (𝐿𝑁 −𝑁)×𝑁𝑜

and 𝑁 ×𝑁𝑜, respectively. From here, we obtain the explicit expressions

Φ𝑎
← = −(G𝑎𝑎

← )−1G𝑎𝑏
←Φ𝑏

←, G(𝑧max) = 𝑓−12 (𝑧𝑚𝑎𝑥)(G
𝑏𝑏
← −G𝑏𝑎

←(G𝑎𝑎
← )−1G𝑎𝑏

←). (37)

From Eqs. (31) and (37) we can obtain the relation between Φ𝑏
← and its derivative

𝑑Φ𝑏
←

d𝑧
= ℛ(𝑧max)Φ

𝑏
←, ℛ(𝑧max) = G(𝑧max) +Q(𝑧max). (38)
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Note, that the matrix G(𝑧max) is determined via the inverse of the submatrix G𝑎𝑎
←

calculation that requires substantial computer resources. For evaluating Eq. (38)
without such calculation of the inverse submatrix G𝑎𝑎

← , let us consider the following
auxiliary system of nonhomogeneous algebraic equations(︃

G𝑎𝑎
← G𝑎𝑏

←
G𝑏𝑎
← G𝑏𝑏

←

)︃(︃
F𝑎←
F𝑏←

)︃
= 𝑓2(𝑧𝑚𝑎𝑥)

(︂
0

I

)︂
. (39)

The problem (39) is solved with the help of LDL𝑇 -factorization of the stiffness matrix
and the back substitution method [22]. As the determinant of the matrix G𝑝 +M𝑝

min
is nonzero, the above equation has a unique solution

F𝑎← = −(G𝑎𝑎
← )−1G𝑎𝑏

←F𝑏←, F𝑏← = 𝑓2(𝑧𝑚𝑎𝑥)

(︂
G𝑏𝑏
← −G𝑏𝑎

←(G𝑎𝑎
← )−1G𝑎𝑏

←

)︂−1
. (40)

Taking this into account, the required ℛ(𝑧max) matrix is equal to

ℛ(𝑧max) =
(︀
F𝑏←
)︀−1

+Q(𝑧max), (41)

and the required solution Φℎ
← is calculated by the formulae (37) and (40)

Φ𝑎
← = F𝑎←

(︀
F𝑏←
)︀−1

Φ𝑏
←, Φ𝑏

← = X(−)(𝑧max) +X(+)(𝑧max)R←. (42)

Using the calculated ℛ(𝑧max) from Eq. (41) and Eq. (14) for the asymptotic solu-
tion with the unknown reflection R← and transmission T← matrices, we obtain the
following matrix equations for their calculation:

Y(+)
← (𝑧max)R← = −Y(−)

← (𝑧max), X(−)(𝑧min)T← = Φℎ
←(𝑧min),

Y(±)
← (𝑧max) =

𝑑X(±)(𝑧)

𝑑𝑧

⃒⃒⃒⃒
𝑧=𝑧max

−ℛ(𝑧max)X
(±)(𝑧max).

(43)

Note, that when some channels are closed, Y(±)
← (𝑧) andX(−)(𝑧) are rectangular𝑁×𝑁𝑜

matrices. Therefore, using the pseudoinverse matrices of Y(+)
← (𝑧) and X(−)(𝑧), we

obtain the following expressions:

R← = −
(︂(︁

Y(+)
← (𝑧max)

)︁𝑇
Y(+)
← (𝑧max)

)︂−1 (︁
Y(+)
← (𝑧max)

)︁𝑇
Y(−)
← (𝑧max),

T← =

(︂(︁
X(−)(𝑧min)

)︁𝑇
X(−)(𝑧min)

)︂−1 (︁
X(−)(𝑧min)

)︁𝑇
Φℎ
←(𝑧min).

(44)

Now we proceed to a brief description of the calculational scheme for the matrix
solution Φℎ = Φℎ

→. The required ℛ(𝑧min) matrix is equal to

ℛ(𝑧min) = (F𝑎→)
−1

+Q(𝑧min), (45)

and the required solution Φℎ
→ is calculated as

Φ𝑏
→ = F𝑏→ (F𝑎→)

−1
Φ𝑎
→, Φ𝑎

→ = X(+)(𝑧min) +X(−)(𝑧min)R→. (46)

Here Φ𝑎
→ ≡ Φ→(𝑧min) and Φ𝑏

→ are the matrix solutions of the dimension 𝑁 ×𝑁𝑜 and
(𝐿𝑁−𝑁)×𝑁𝑜. F𝑎→ and F𝑏→ are the matrices of dimension 𝑁×𝑁 and (𝐿𝑁−𝑁)×𝑁 ,
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which are solutions of the auxiliary system of nonhomogeneous algebraic equations

(G𝑝 −M𝑝
max)

(︃
F𝑎→
F𝑏→

)︃
≡

(︃
G𝑎𝑎
→ G𝑎𝑏

→
G𝑏𝑎
→ G𝑏𝑏

→

)︃(︃
F𝑎→
F𝑏→

)︃
= −𝑓2(𝑧𝑚𝑖𝑛)

(︂
I

0

)︂
. (47)

Finally, using the calculated ℛ(𝑧min) from Eq. (45) and Eq. (14) we obtain the
following matrix equations for calculating the reflection R→ and transmission T→
matrices

Y(−)
→ (𝑧min)R→ = −Y(+)

→ (𝑧min), X(+)(𝑧max)T→ = Φℎ
→(𝑧max),

Y(±)
→ (𝑧min) =

𝑑X(±)(𝑧)

𝑑𝑧

⃒⃒⃒⃒
𝑧=𝑧min

−ℛ(𝑧min)X
(±)(𝑧min).

The reflection R→ and transmission T→ matrices are evaluated using the pseudoin-
verse matrices of Y(−)

→ (𝑧min) and X(+)(𝑧max)

R→ = −
(︂(︁

Y(−)
→ (𝑧min)

)︁𝑇
Y(−)
→ (𝑧min)

)︂−1 (︁
Y(−)
→ (𝑧min)

)︁𝑇
Y(+)
→ (𝑧min),

T→ =

(︂(︁
X(+)(𝑧max)

)︁𝑇
X(+)(𝑧max)

)︂−1 (︁
X(+)(𝑧max)

)︁𝑇
Φℎ
→(𝑧max).

(48)

4. Algorithm for Calculating the Asymptotic Forms of
Regular and Irregular Solutions in the Longitudinal

Coordinate

We calculate the asymptotic solution of a set of 𝑁 coupled ordinary differential
equations (ODE) at large values of independent variable |𝑧| ≫ 1 for the particular
case when 𝑓1(𝑧) = 𝑓2(𝑧) = 𝑧𝑑−1:(︂
− 1

𝑧𝑑−1
d

d𝑧
𝑧𝑑−1

d

d𝑧
+ 𝑉𝑖𝑖(𝑧)− 2𝐸

)︂
𝜒𝑖𝑖′(𝑧) =

= −
𝑁∑︁

𝑗=1,𝑗 ̸=𝑖

(︂
𝑉𝑖𝑗(𝑧) +𝑄𝑖𝑗(𝑧)

d

d𝑧
+

1

𝑧𝑑−1
d

d𝑧
𝑧𝑑−1𝑄𝑖𝑗(𝑧)

)︂
𝜒𝑗𝑖′(𝑧). (49)

We assume that the coefficients of Eqs. (49) can be represented in the general asymp-
totic form as

𝑉𝑖𝑗(𝑧) =

(︃
𝜖
(0)
𝑗 +

𝜖
(1)
𝑗

𝑧

)︃
𝛿𝑖𝑗 +

∑︁
𝑙=2

𝑉
(𝑙)
𝑖𝑗

𝑧𝑙
, 𝑄𝑖𝑗(𝑧) =

∑︁
𝑙=1

𝑄
(𝑙)
𝑖𝑗

𝑧𝑙
. (50)

Usually in the case 𝑑 = 2, 3, ... the asymptotic solution is calculated in one interval
𝑧max 6 𝑧 < +∞. In the case 𝑑 = 1 the asymptotic solution is calculated in two
intervals −∞ < 𝑧 6 𝑧min and 𝑧max 6 𝑧 < +∞, where, in the general case, the

coefficients 𝜖
(1)
𝑗 , 𝑉

(𝑙)
𝑖𝑗 and 𝑄

(𝑙)
𝑖𝑗 are different for 𝑧 > 0 and 𝑧 < 0. Below we will consider

only the case 𝑧 > 0.
Step 1. We construct the solution of Eqs. (49) in the form:

𝜒𝑗𝑖′(𝑧) = 𝜑𝑗𝑖′(𝑧)𝑅𝑖′(𝑧) + 𝜓𝑗𝑖′(𝑧)
d𝑅𝑖′(𝑧)

d𝑧
, (51)
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where 𝜑𝑗𝑖′(𝑧) and 𝜓𝑗𝑖′(𝑧) are unknown functions, 𝑅𝑖′(𝑧) is a known function. We
choose 𝑅𝑖′(𝑧) as the solutions of the auxiliary problem treated like an etalon equation(︁
𝑍

(𝑘<1)
𝑖′ = 𝑍

(𝑘>𝑘′max)
𝑖′ = 0

)︁
:⎛⎝− 1

𝑧𝑑−1
d

d𝑧
𝑧𝑑−1

d

d𝑧
+

𝑘′max∑︁
𝑘=1

𝑍
(𝑘)
𝑖′

𝑧𝑘
− 𝑝2𝑖′

⎞⎠𝑅𝑖′(𝑧) = 0. (52)

Remark 1. If 𝑍
(𝑘>3)
𝑖′ = 0, then the solutions of the last equation are expressed in

terms of the hypergeometric functions, exponential, trigonometric, Bessel, Coulomb
functions, etc. For example, if the leading terms of the asymptotic solutions are given
by the a formula

𝑅𝑖′(𝑧) =
1√︀

𝑝𝑖′𝑧𝑑−1
exp

(︂
±𝚤
(︂
𝑝𝑖′𝑧 −

𝑍𝑖′

𝑝𝑖′
ln(2𝑝𝑖′ |𝑧|)

)︂)︂
, (53)

the coefficients of potential in the etalon equation (52) have the form:

𝑍
(1)
𝑖′ = 2𝑍𝑖′ , 𝑍

(2)
𝑖′ = −(𝑑− 3)(𝑑− 1)

4
± 𝚤𝑍𝑖

′

𝑝𝑖′
− 𝑍2

𝑖′

𝑝2𝑖′
. (54)

Step 2. At this step we compute the coefficients 𝜑𝑗𝑖′(𝑧) and 𝜓𝑗𝑖′(𝑧) of the expan-
sion (51) in the form of a series over the inverse powers of 𝑧:

𝜑𝑗𝑖′(𝑧) =

𝑘max∑︁
𝑘′=0

𝜑
(𝑘′)
𝑗𝑖′

𝑧𝑘′
, 𝜓𝑗𝑖′(𝑧) =

𝑘max∑︁
𝑘′=0

𝜓
(𝑘′)
𝑗𝑖′

𝑧𝑘′
. (55)

After the substitution of Eqs. (51), (55) into Eq. (49) with the use of Eq. (52) and

equating the coefficients at 𝑧−𝑘
′
𝑅𝑖′(𝑧) and 𝑧

−𝑘′ d𝑅𝑖′(𝑧)
d𝑧 , we arrive at the set of recurrent

relations at 𝑘′ 6 𝑘max:(︁
𝜖
(0)
𝑖 − 2𝐸 + 𝑝2𝑖′

)︁
𝜑
(𝑘′)
𝑖𝑖′ +

(︁
𝜖
(1)
𝑖 − 𝑍

(1)
𝑖′

)︁
𝜑
(𝑘′−1)
𝑖𝑖′ − 2𝑝2𝑖′(𝑘

′ − 1)𝜓
(𝑘′−1)
𝑖𝑖′ = −𝑓 (𝑘

′)
𝑖𝑖′ ,(︁

𝜖
(0)
𝑖 − 2𝐸 + 𝑝2𝑖′

)︁
𝜓
(𝑘′)
𝑖𝑖′ + 2(𝑘′ − 1)𝜑

(𝑘′−1)
𝑖𝑖′ +

(︁
𝜖
(1)
𝑖 − 𝑍

(1)
𝑖′

)︁
𝜓
(𝑘′−1)
𝑖𝑖′ = −𝑔(𝑘

′)
𝑖𝑖′ ,

(56)

where the right-hand sides 𝑓
(𝑘′)
𝑖𝑖′ and 𝑔

(𝑘′)
𝑖𝑖′ are defined by the relations

𝑓
(𝑘′)
𝑖𝑖′ = −(𝑘′ − 2)(𝑘′ − 𝑑)𝜑(𝑘

′−2)
𝑖𝑖′ +

𝑘′∑︁
𝑘=2

(︁
𝑉

(𝑘)
𝑖𝑖 − 𝑍

(𝑘)
𝑖′

)︁
𝜑
(𝑘′−𝑘)
𝑖𝑖′ +

+

𝑘′∑︁
𝑘=1

(︁
𝑍

(𝑘)
𝑖′ (2𝑘′ − 2− 𝑘)𝜓(𝑘′−𝑘−1)

𝑖𝑖′ +

𝑁∑︁
𝑗=1,𝑗 ̸=𝑖

(︁ 𝑘′∑︁
𝑘′′=1

2𝑄
(𝑘)
𝑖𝑗 𝑍

(𝑘′′)
𝑖′ 𝜓

(𝑘′−𝑘−𝑘′′)
𝑗𝑖′ −

− 2𝑝2𝑖′𝑄
(𝑘)
𝑖𝑗 𝜓

(𝑘′−𝑘)
𝑗𝑖′ +𝑄

(𝑘)
𝑖𝑗 (−2𝑘′ + 𝑘 + 𝑑+ 1)𝜑

(𝑘′−𝑘−1)
𝑗𝑖′ + 𝑉

(𝑘)
𝑖𝑗 𝜑

(𝑘′−𝑘)
𝑗𝑖′

)︁)︁
; (57)

𝑔
(𝑘′)
𝑖𝑖′ = −(𝑘′ − 1)(𝑘′ − 3 + 𝑑)𝜓

(𝑘′−2)
𝑖𝑖′ +

𝑘′∑︁
𝑘=2

(︁
𝑉

(𝑘)
𝑖𝑖 − 𝑍

(𝑘)
𝑖′

)︁
𝜓
(𝑘′−𝑘)
𝑖𝑖′ +



Gusev A.A. Algorithm for Computing Wave Functions, Reflection and . . . 105

+

𝑁∑︁
𝑗=1,𝑗 ̸=𝑖

𝑘′∑︁
𝑘=1

(︁
2𝑄

(𝑘)
𝑖𝑗 𝜑

(𝑘′−𝑘)
𝑗𝑖′ −𝑄(𝑘)

𝑖𝑗 (2𝑘′ + 𝑑− 3− 𝑘)𝜓(𝑘′−𝑘−1)
𝑗𝑖′ + 𝑉

(𝑘)
𝑖𝑗 𝜓

(𝑘′−𝑘)
𝑗𝑖′

)︁
with the initial conditions 𝑝2𝑖′ = 2𝐸 − 𝜖(0)𝑖′ , 𝜑

(0)
𝑖𝑖′ = 𝛿𝑖𝑖′ , 𝜓

(0)
𝑖𝑖′ = 0, at 𝑖′ = 𝑖𝑜 span over

the open channels 𝑖𝑜 = 1, . . . , 𝑁𝑜 and 𝑝𝑖′ = 𝚤𝑞𝑖′ , 𝑞𝑖′ > 0, 𝑞2𝑖′ = 𝜖
(0)
𝑖′ − 2𝐸 at 𝑖′ = 𝑖𝑐 span

over the closed channels 𝑖𝑐 = 𝑁𝑜 + 1, . . . , 𝑁 that followed from (15) and (24). Also
from Eq. (56) at 𝑘′ = 1 and 𝑖 = 𝑖′,(︁

𝜖
(1)
𝑖′ − 𝑍

(1)
𝑖′

)︁
𝜑
(0)
𝑖′𝑖′ = 0,

(︁
𝜖
(1)
𝑖′ − 𝑍

(1)
𝑖′

)︁
𝜓
(0)
𝑖′𝑖′ = 0, (58)

we obtain the condition 𝑍
(1)
𝑖′ = 𝜖

(1)
𝑖′ .

Step 3. Here we perform the calculation of the coefficients 𝜑
(𝑘′)
𝑖𝑖′ and 𝜓

(𝑘′)
𝑖𝑖′ using

step–by–step procedure of solving Eqs. (56) for 2𝐸 ̸= 𝜖
(0)
𝑖′ , 𝑖 ̸= 𝑖′ and 𝑘′ = 1, . . . , 𝑘max:

𝜑
(𝑘′)
𝑖𝑖′ =

[︁
𝜖
(0)
𝑖 − 𝜖

(0)
𝑖′

]︁−1 [︁
−𝑓 (𝑘

′)
𝑖𝑖′ −

(︁
𝜖
(1)
𝑖 − 𝑍

(1)
𝑖′

)︁
𝜑
(𝑘′−1)
𝑖𝑖′ + 2𝑝2𝑖′(𝑘

′ − 1)𝜓
(𝑘′−1)
𝑖𝑖′

]︁
,

𝜓
(𝑘′)
𝑖𝑖′ =

[︁
𝜖
(0)
𝑖 − 𝜖

(0)
𝑖′

]︁−1 [︁
−𝑔(𝑘

′)
𝑖𝑖′ − 2(𝑘′ − 1)𝜑

(𝑘′−1)
𝑖𝑖′ −

(︁
𝜖
(1)
𝑖 − 𝑍

(1)
𝑖′

)︁
𝜓
(𝑘′−1)
𝑖𝑖′

]︁
,

(59)

and for 2𝐸 ̸= 𝜖
(0)
𝑖′ , 𝑖 = 𝑖′ and 𝑘′ = 2, . . . , 𝑘max:

𝜑
(𝑘′−1)
𝑖′𝑖′ = − [2(𝑘′ − 1)]

−1
𝑔
(𝑘′)
𝑖′𝑖′ ,

𝜓
(𝑘′−1)
𝑖′𝑖′ =

[︁
2(𝑘′ − 1)

(︁
2𝐸 − 𝜖(0)𝑖′

)︁]︁−1
𝑓
(𝑘′)
𝑖′𝑖′ .

(60)

The algorithm described above was implemented in Maple and Fortran. The re-
sulting output provided the evaluation of the required solutions 𝜒𝑗𝑖′(𝑧) and their

derivatives
𝜒𝑗𝑖′(𝑧)

d𝑧 . This algorithm has been examined with the results of Ref. [4].

Remark 2. The choice of the appropriate values 𝑧min and 𝑧max for the constructed
expansions of the linearly independent solutions for 𝑝𝑖𝑜 > 0 is controlled by the fulfill-
ment of the Wronskian condition (19), (20)

Wr(Q(𝑧);𝜒*(𝑧),𝜒(𝑧)) = ±2𝚤I𝑜𝑜 (61)

up to the prescribed precision 𝜀𝑊𝑟.

5. Benchmark Calculations of Transmission Coefficient

The wave function Ψ̃(𝑥̃, 𝑧) of two particles (or ions) labeled by 𝑖 = 1, 2 coupled

by the oscillator potential, penetrating through repulsive (Coulomb) barriers 𝑈̃(𝑥̃𝑖) in
the center-of-mass coordinate frame satisfies the two-dimensional Schrödinger equa-
tion [12]:(︂

− ~2

2𝑀

𝜕2

𝜕𝑧2
− ~2

2𝜇

𝜕2

𝜕𝑥̃2
+
𝜇

2
𝜔̃2𝑥̃2 + 𝑈̃1(𝑥̃1) + 𝑈̃2(𝑥̃2)− 𝐸̃

)︂
Ψ̃(𝑥̃, 𝑧) = 0, (62)

where 𝜔̃ is the oscillator frequency, 𝐸̃ is the energy, 𝑥̃1 = 𝑧 + 𝑠1𝑥̃, 𝑥̃2 = 𝑧 − 𝑠3𝑥̃
are variables in the laboratory system of coordinates. The parameters 𝑠1 = 𝑚2/𝑀 ,
𝑠3 = 𝑚1/𝑀 are defined via the masses of particles 𝑚1 and 𝑚2, and their total mass
𝑀 = 𝑚1 +𝑚2 and the reduced mass 𝜇 = 𝑚1𝑚2/𝑀 .
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After the transformation of variables

𝑥 = 𝑥−1𝑜𝑠𝑐𝑥̃, 𝑧 =
√︀
𝑀/𝜇𝑥−1𝑜𝑠𝑐𝑧, (63)

with the oscillator unit of length 𝑥𝑜𝑠𝑐 =
√︀

~/(𝜇𝜔̃), the corresponding Eq. (62) leads
to the following dimensionless equation in the form of Eq. (1) with 𝑓1(𝑧) = 𝑓2(𝑧) =
𝑓3(𝑧) = 𝑓4(𝑥) = 𝑓5(𝑥) = 1:(︂

− 1

𝑓1(𝑧)

𝜕

𝜕𝑧
𝑓2(𝑧)

𝜕

𝜕𝑧
− 1

𝑓3(𝑧)
𝐿(𝑥; 𝑧)− ℰ

)︂
Ψ(𝑥, 𝑧) = 0,

𝐿(𝑥; 𝑧) = − 1

𝑓4(𝑥)

𝜕

𝜕𝑥
𝑓5(𝑥)

𝜕

𝜕𝑥
+ 𝑓3(𝑧)𝑉 (𝑥, 𝑧),

(64)

where ℰ ≡ 2𝐸 = 𝐸̃/𝐸𝑜𝑠𝑐 and 𝑉 (𝑥, 𝑧) are the dimensionless energy and barrier poten-
tial in units of energy 𝐸𝑜𝑠𝑐 = ~𝜔̃/2

𝑉 (𝑥, 𝑧) = 𝑥2 + 𝑈1(𝑥1) + 𝑈2(𝑥2) ≡ 𝐸𝑜𝑠𝑐−1
(︁
𝜇𝜔̃2𝑥̃2/2 + 𝑈̃1 (𝑥̃1) + 𝑈̃2 (𝑥̃2)

)︁
. (65)

where 𝑥1 = 𝑠2𝑧 + 𝑠1𝑥 and 𝑥2 = 𝑠2𝑧 − 𝑠3𝑥 with 𝑠2 =
√︀
𝜇/𝑀 .

Model A. We choose the barrier potentials 𝑈𝑖(𝑥𝑖) with the effective charges 𝑍𝑖 > 0
in the form of the repulsive truncated Coulomb potential cut off at small 0 < 𝑥̄min < 1
and large 𝑥̄max > 1 distances from 𝑥𝑖 = 0 as [13]

𝑈𝑖(𝑥𝑖) =
2𝑍𝑖

min(max(𝑥̄min, |𝑥𝑖|), 𝑥̄max)
− 2𝑍𝑖
𝑥̄max

. (66)

Model B. We define the Coulomb-like potentials 𝑈𝑖(𝑥𝑖) that depend on the integer
parameter 𝑠 > 2 and the truncation parameter 𝑥̄min > 0 [12]:

𝑈𝑖(𝑥𝑖) =
2𝑍𝑖

𝑠
√︀
|𝑥𝑖|𝑠 + 𝑥̄𝑠min

. (67)

Model C. For the ionization problem of the hydrogen atom in a magnetic field we
choose the total potential 𝑈(𝑥, 𝑧) of the three-dimensional boundary value problem
for Eq. (64) in cylindrical coordinates (𝑧, 𝑥 = (𝜌)) with 𝑓1(𝑧) = 𝑓2(𝑧) = 𝑓3(𝑧) = 1 and
𝑓4(𝑥) = 𝑓5(𝑥) = 𝜌 at fixed magnetic quantum number 𝑚, given by the sum of circu-
lar harmonic oscillator potential with frequency 𝜔 = 𝛾/2 and the three-dimensional

Coulomb potential with charge 𝑍 = −1, 𝑉 (𝑥, 𝑧) = 𝑚2/𝜌2 + 𝜔2𝜌2 − 1/
√︀
𝜌2 + 𝑧2.

The asymptotic boundary conditions for the solution Ψ(𝑧, 𝑥) = {Ψ𝑖𝑜(𝑧, 𝑥)}
𝑁𝑜
𝑖𝑜=1

with the direction 𝑣 =→ can be written in the obvious form

Ψ𝑖𝑜(𝑧 → −∞, 𝑥)→ 𝐵
(0)
𝑖𝑜

(𝑥)
exp

(︁
𝚤
(︁
𝑝𝑖𝑜𝑧 − sign(𝑧)𝑍12

𝑝𝑖𝑜
ln(2𝑝𝑖𝑜 |𝑧|)

)︁)︁
√
𝑝𝑖𝑜

+

+

𝑁𝑜∑︁
𝑗=1

𝐵
(0)
𝑗 (𝑥)

exp
(︁
−𝚤
(︁
𝑝𝑗𝑧 − sign(𝑧)𝑍12

𝑝𝑗
ln(2𝑝𝑗 |𝑧|)

)︁)︁
√
𝑝𝑗

𝑅𝑗𝑖𝑜 , (68)

Ψ𝑖𝑜(𝑧 → +∞, 𝑥)→
𝑁𝑜∑︁
𝑗=1

𝐵
(0)
𝑗 (𝑥)

exp
(︁
𝚤
(︁
𝑝𝑗𝑧 − sign(𝑧)𝑍12

𝑝𝑗
ln(2𝑝𝑗 |𝑧|)

)︁)︁
√
𝑝𝑗

𝑇𝑗𝑖𝑜 ,
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Ψ𝑖𝑜(𝑧, 𝑥→ ±∞)→ 0.

Here 𝑁𝑜 is the number of open channels at fixed energy 2𝐸 = 𝑝2+𝜀
(0)
𝑖𝑜

> 0; 𝑍12 = 0 for

model A and 𝑍12 = (𝑍1+𝑍2)/𝑠2 for model B; 𝑅𝑗𝑖𝑜 and 𝑇𝑗𝑖𝑜 are unknown reflection and

transmission amplitudes; 𝐵
(0)
𝑗 (𝑥) are the basis functions of the oscillator corresponding

to the energy 𝜀
(0)
𝑗 = 2𝑗 − 1 at 𝑗 > 1(︂

− 1

𝑓4(𝑥)

𝜕

𝜕𝑥
𝑓5(𝑥)

𝜕

𝜕𝑥
+ 𝑥2 − 𝜀(0)𝑗

)︂
𝐵

(0)
𝑗 (𝑥) = 0,

𝑥max(𝑧)∫︁
𝑥min(𝑧)

𝐵
(0)
𝑖 (𝑥)𝐵

(0)
𝑗 (𝑥)𝑓4(𝑥)d𝑥 = 𝛿𝑖𝑗 .

(69)

Note, that the desired solution of the BVP (64), (68) can be constructed in the
form of Galerkin-type expansion:

Ψ𝑖′(𝑥, 𝑧) =

𝑁∑︁
𝑗=1

𝐵
(0)
𝑗 (𝑥)𝜒𝑗𝑖′(𝑧). (70)

over the basis functions (69). In this case we also obtain the BVP for a set of 𝑁
coupled ODEs (6), but instead of the effective potentials (7) we have the following
ones:

𝑉𝑖𝑗(𝑧) = 𝜀
(0)
𝑗 𝛿𝑖𝑗 +

𝑥max(𝑧)∫︁
𝑥min(𝑧)

𝐵
(0)
𝑖 (𝑥)𝑉 (𝑥, 𝑧)𝐵

(0)
𝑗 (𝑥)𝑓4(𝑥)d𝑥, 𝑄𝑖𝑗(𝑧) = 0. (71)

The effective potentials 𝑉𝑗𝑗 and 𝑉𝑗𝑗−2 from (7) and (71) are shown in Fig. 2. One
can see that the effective potentials have similar behavior at increasing 𝑗 and |𝑧|
and the diagonal ones 𝑉𝑗𝑗 converge to the harmonic oscillator eigenvalues 𝜀

(0)
𝑗 . The

nondiagonal effective potentials in the Kantorovich method is smaller in absolute value
within the interval of the longitudinal variable, except for the sharp peaks, which are
produced by the avoiding crossings of the potential curves 𝜀𝑗(𝑧) of the parametric
problem (4) with respect to the longitudinal variable.

The eigenvalue problem (4), (5) at 𝑎 = 0, 𝑏(𝑧) = 1 was solved using the ODPEVP
program [23] for 𝑧 ∈ [𝑧min, 𝑧max] that yielded well-separated eigenvalues |𝜀𝑖(𝑧) −
𝜀𝑖−1(𝑧)| > 𝜖 > 0 where 𝜖 ∼ 0.05 for the double-precision arithmetic. This condi-
tion is valid for the accepted values of parameters of the considered models. In the
case of poorly-separated eigenvalues, i.e. if 0 < |𝜀𝑖(𝑧*) − 𝜀𝑖−1(𝑧*)| 6 𝜖, one should
generate a more dense grid in the vicinity 𝑣𝑧 = |𝑧 − 𝑧*| < 𝜖* of the avoided cross-
ing points 𝑧* and/or use multi-precision arithmetic. For long-range potentials one
should construct the appropriate asymptotic expansion for the eigenvalues and the
corresponding eigenfunctions 𝑧 ∈ (−∞,+∞)∖[𝑧min, 𝑧max] to build up the asymptotic
effective potentials with the leading terms

𝑉𝑖𝑗(𝑧) =

(︂
𝜀
(0)
𝑗 + sign(𝑧)

2𝑍12

𝑧

)︂
𝛿𝑖𝑗 +𝑂(𝑧−3), 𝑄𝑖𝑗(𝑧) = 𝑂(𝑧−3), (72)

and the asymptotic expansions of solutions of the above set of equations (49) at 𝑑 = 1
(see more details in [12]).
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Figure 2. The even effective potentials 𝑉𝑗𝑗 and 𝑉𝑗𝑗−2 for Kantorovich (left
panel) and Galerkin-type (right panel) expansions for Coulomb-like potential

barriers (67)

For the given number𝑁 of (4), the values 𝑥min and 𝑥max of the grid Ωℎ𝑥{𝑥min, 𝑥max}
were chosen in the region |𝑥| > 𝑥0 =

√
2𝑁 + 1, where the Hermite polynomial [24] (or

the basis function 𝐵𝑗(𝑥; 𝑧) in a general case) has no zeros. These values are computed
from the condition

exp

⎛⎝− 𝑥∫︁
𝑥0

d𝑥
√︁
𝑥2 − 𝑥20

⎞⎠ 6 𝜖num, (73)

which in the given case leads to the inequality

exp

(︂
−𝑥
√︁
𝑥2 − 𝑥20/2

)︂(︂
𝑥+

√︁
𝑥2 − 𝑥20

)︂𝑥2
0/2

𝑥
−𝑥2

0/2
0 6 𝜖num. (74)

To find an approximate solution, at the first step we choose the initial approximation
𝑥max = 𝑥0, after which it is increased with step 1 until the condition (74) is satisfied.
Values 𝑧min < 𝑥min and 𝑧max > 𝑥max were chosen from the condition that the potential
(66) or (67) is negligible within the interval 𝑥min < 𝑥 < 𝑥max.

The matching points 𝑧match
1 and 𝑧match

2 of the numerical (7) and asymptotic (50),
(72) effective potential were calculated as follows:

𝑧match
1 = min

(︁
𝑧𝑄1 , 𝑧

𝑉
1

)︁
, 𝑧match

2 = max
(︁
𝑧𝑄2 , 𝑧

𝑉
2

)︁
,

𝑧𝑄𝑡 = sign(𝑧)
𝑘max

√︃
|𝑄(𝑘max)

𝑁𝑁−1|
𝜖num

, 𝑧𝑉𝑡 = sign(𝑧)
𝑘max

√︃
|𝑉 (𝑘max)
𝑁𝑁 |
𝜖num

,

(75)
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since |𝑄(𝑘max)
𝑗𝑗′ | < |𝑄(𝑘max)

𝑁𝑁−1|, |𝑉
(𝑘max)
𝑗𝑗′ | < |𝑉 (𝑘max)

𝑁𝑁 |. So, the values 𝑧min and 𝑧max were

satisfied by the inequalities 𝑧min < 𝑧match
1 < 𝑥min and 𝑧max > 𝑧match

2 > 𝑥max that
should be calculated from the conditions

𝑧min = min

⎡⎣𝑧match
1 ,min

𝑗

⎛⎝− 𝑘max

√︃
|𝜑(𝑘max)
𝑗𝑖𝑜

|
𝜖num

⎞⎠ ,min
𝑗

⎛⎝− 𝑘max

√︃
|𝜓(𝑘max)
𝑗𝑖𝑜

|
𝜖num

⎞⎠⎤⎦ ,
𝑧max = max

⎡⎣𝑧match
2 ,max

𝑗

⎛⎝ 𝑘max

√︃
|𝜑(𝑘max)
𝑗𝑖𝑜

|
𝜖num

⎞⎠ ,max
𝑗

⎛⎝ 𝑘max

√︃
|𝜓(𝑘max)
𝑗𝑖𝑜

|
𝜖num

⎞⎠⎤⎦ .
(76)

In the considered examples we used the grids Ωℎ𝑥{𝑥min, 𝑥max} = {−10(768)10} and
Ωℎ𝑧{𝑧min, 𝑧max} = {−125(200)−25(100)−6(200)6(100)25(200)125} with the Lagrange
elements of the order 𝑝 = 4 between the nodes. In the above notations the number of
grid elements for grids Ωℎ𝑥 and Ωℎ𝑧 is shown in the parentheses.

For the calculation of asymptotic solutions of model B, we used the etalon equation

(52) at 𝑑 = 1, 𝑘′max = 1 and 𝑍
(1)
𝑖′ = 2sign(𝑦)𝑍12, which corresponds to the known

solutions in the open channels

𝑅±𝑖𝑜(𝑝𝑖𝑜 , 𝑧) = 𝑝
−1/2
𝑖𝑜

{︂
(𝐺0(𝑝𝑖𝑜 ,+𝑧)± 𝚤𝐹0(𝑝𝑖𝑜 ,+𝑧)) exp(∓𝚤𝛿𝑖𝑜)/2, 𝑧 > 0,

(𝐺0(𝑝𝑖𝑜 ,−𝑧)∓ 𝚤𝐹0(𝑝𝑖𝑜 ,−𝑧)) exp(±𝚤𝛿𝑖𝑜)/2, 𝑧 < 0,
(77)

and in the closed channels

𝑅𝑖𝑐(𝑞𝑖𝑐 , 𝑧) = 𝑞
−1/2
𝑖𝑐

𝑡 exp(−𝑡/2)𝑈(1 + 𝑍12/𝑞𝑖𝑐 , 2, 𝑡), 𝑡 = 2𝑞𝑖𝑐 |𝑧|. (78)

Here 𝐹0(𝑝𝑖𝑜 , 𝑧) and 𝐺0(𝑝𝑖𝑜 , 𝑧) are the regular and irregular continuum zero-order
Coulomb functions calculated by the subroutine RCWFNN [4] which is a modified
version of the subroutine RCWFN [25] for the DOUBLE PRECISION accuracy;
𝜎𝑖𝑜 = arg Γ (1 + 𝚤𝑍12/𝑝𝑖𝑜) is the Coulomb phase shift [24]; and 𝑈(𝑎, 𝑏, 𝑐) is the conflu-
ent hypergeometric function of the second kind, calculated by the subroutine CHGU
[26]. Note, that for the numerical calculation we have neglected the exponentially small
factor exp(−𝑡/2) in 𝑅𝑖𝑐(𝑞𝑖𝑐 , 𝑧) and its first derivative, since this factor is canceled dur-
ing evaluation of the ℛ(𝑧) matrix in Eq. (25). At the boundary points 𝑧min and 𝑧max

the absolute accuracy 𝜀𝑊𝑟 of the calculated Wronskian was less then 10−11.

Below we use the parameters: 𝑚1 = 𝑚2 = 1, 𝑥̄min = 0.1, 𝑍1 = 𝑍2 = 0.5 and
𝑍1 = 𝑍2 = 1. Also 𝑥̄max = 5 for model A, and 𝑠 = 8 for model B.

The total probabilities 𝑇 ≡ 𝑇11 =
∑︀𝑁𝑜

𝑗=1 |𝑇1𝑗 |2 of penetration through truncated

Coulomb (66) and Coulomb-like (67) potential barriers of models A and B are shown
in Fig. 3. These figures illustrate the important peculiarity that a more realistic
nontruncated Coulomb-like barrier, being wider than the truncated one, leads to a
set of the probability maximal having a bigger half-width. This fact can be used
for distinguishing between the models of type A and B by observing the quantum
transparency effect.

The results given by Kantorovich and Galerkin-type expansions differ by less the
0.1%. The absolute maximum value max |𝜒𝑖𝑖𝑜 | ≡ max |𝜒𝑖𝑖𝑜(𝑧)| of components 𝜒𝑖𝑖𝑜(𝑧)
displayed in Fig. 4 show similar convergence of expansions (3) and (70). For the chosen
approximation of Lagrange elements of the order 𝑝 = 4 for their eigenfunctions and
transmission coefficient we obtain numerical estimations of Runge coefficients within
4.6÷ 4.7, and in the range 7.4÷ 7.7, respectively, which correspond to the theoretical
error estimates (35) at fixed number 𝑁 of Eqs. (6).

Note, that in this example, the Galerkin and Kantorovich expansions have approx-
imately similar rate of convergence, which gives preference to the first method, since



110 Bulletin of PFUR. SeriesMathematics. Information Sciences. Physics. No 2, 2014. Pp. 93–114

3 5 7 9 11 13 15 17 19 21 23
0.0

0.2

0.4

0.6

0.8

1.0

 

 

Z
1
=Z

2
=0.5

m
1
=1

m
2
=1

x
min

=0.1

x
max

=5T

2E

3 5 7 9 11 13 15 17 19 21 23
0.0

0.2

0.4

0.6

0.8

1.0
Z

1
=Z

2
=1

m
1
=1

m
2
=1

x
min

=0.1

x
max

=5  

 

T

2E

5 7 9 11 13 15 17 19 21 23

0.0

0.2

0.4

0.6

0.8

1.0
Z
1
=Z

2
=0.5

m
1
=1

m
2
=1

x
min
=0.1

T

2E

5 7 9 11 13 15 17 19 21 23

0.0

0.2

0.4

0.6

0.8

1.0

T

2E

Z
1
=Z

2
=1

m
1
=1

m
2
=1

x
min
=0.1

Figure 3. The total probabilities 𝑇 ≡ |𝑇 |211 of penetration vs energy ℰ = 2𝐸
through truncated Coulomb (66) (upper panel) and Coulomb-like (67) (lower

panel) potential barriers

Figure 4. The absolute maximum value max |𝜒𝑖𝑖𝑜 | vs of number 𝑖 component of
continuum spectrum solution by Kantorovich (K) and Galerkin-type (G)

expansions
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the procedure for calculating the matrix elements by direct integration with known
basis functions is less expensive than the procedure for calculating the matrix elements
with the help of the basis functions and their first derivatives, obtained by solving the
parametric boundary-value problems arising in the Kantorovich method. This is due
to the fact that in the above examples, these basic functions of a finite set used in
the Galerkin-type and Kantorovich expansions are transversely localized in the region,
bounded by the scope of the oscillator potential.

For problems similar to the ionization of a hydrogen atom in the uniform magnetic
field the total potential have spherical symmetry in a vicinity of the Coulomb center
where the oscillator potential is negligible and cylindrical symmetry at a large distance
from the center with increasing of the oscillator potential. In this case Galerkin-type
expansion has a rather slow convergence rate and we apply the decomposition of the
desired solution in cylindrical or spherical coordinates over the surface orthogonal basic
functions depending on the longitudinal variable 𝑧 or radial variable 𝑟 as a parameter,
respectively.

As an example, Fig. 5 shows the results of calculations of the transmission coef-
ficient of the first open channel obtained by the algorithm discussed above and im-
plements its program KANTBP 3.0 [16] in cylindrical and spherical coordinates of
model C.

Figure 5. The transmission coefficient |𝑇 |2 ≡ |𝑇 |211 vs (𝐸2 − 2𝐸)−1/2 for 10, 20, 40
cylindrical adiabatic basis functions (dashed lines) and for 10 spherical

adiabatic basis functions (solid line) at 𝑚 = 0; the arrow points at the energy of

the first Landau threshold (𝐸2 −𝐸1)
−1/2 =

√
5 ≈ 2.236 (left panel) and the bounce

ionization cross-section 𝜎𝑑(𝜔) vs energy 𝐸 from lower states of a hydrogen atom
|𝑗 = 1, 𝑘 = 1,𝑚, 𝜎 = +1⟩ to continuum states |𝐸,𝑚⟩ 𝑚 = 0,−1, ...,−12 (right panel).

Here 𝛾 = 0.1 (𝐵 = 2.35 · 104T), 𝑍 = 1

One can see that for small values of the magnetic quantum number |𝑚| the wave
function localized in a region of the Coulomb center and the convergence rate of
the Kantorovich expansion in spherical coordinates is higher than in cylindrical ones.
However, with increasing of the magnetic quantum number |𝑚| the wave function is
displaced from the center of the Coulomb and the situation is reversed [27]. Non-
monotonic behavior of the transmission coefficient and the ionization cross-section
vs energy shown Fig. 5 are produced by the series of metastable states embedded
in the continuum spectrum due to contribution of close channels up to |𝑚| < 12.
Decreasing of ionization cross-section at |𝑚| & 12 follows from adiabatic separa-
tion of transversal and longitudinal variable [27] at values of adiabatic parameter
(𝜔𝜌/𝜔𝑧,𝑖=1)

4/3 = |𝑚|𝛾1/3 & 6, where 𝜔𝜌 = 𝛾/2, in agreement with [6]. The anal-
ysis of the models shows that solution of the multichannel scattering problem for
different compound potentials is achieved with help of the proposed algorithms and
software complexes [8, 16,17].



112 Bulletin of PFUR. SeriesMathematics. Information Sciences. Physics. No 2, 2014. Pp. 93–114

6. Conclusion

A new formulation of the problem related to the multichannel scattering prob-
lem for a system of the second-order ordinary differential equations containing the
potential matrix elements and first-derivative coupling terms with respect to the inde-
pendent variable belonging to axis is proposed. The boundary problems for the cou-
pled second-order differential equations are solved by the finite element method using
high-order accuracy approximations with Lagrange elements. The order of approxi-
mation depends on the smoothness of required solution. Taking into account matrix of
logarithmic derivatives ℛ(𝑧min) (or ℛ(𝑧max)) determined by asymptotic regular solu-
tions (25), algebraic problems (30)–(31) with respect to pair unknowns (ℛ(𝑧max),Φ

ℎ
←)

(or (ℛ(𝑧min),Φ
ℎ
→)) together with the reflection R← (R→) and transmission T← (T→)

matrices, arising after the corresponding replacement of the scattering boundary prob-
lem in open channels at fixed energy value, 𝐸, was reduced to the auxiliary system
of nonhomogeneous algebraic equations (39) (or (47)). The later has been solved by
the LDLT factorization of symmetric matrix and back-substitution methods using
the modifications of the DECOMP and REDBAK programs [28], respectively with-
out calculation of the inverse of submatrix G𝑎𝑎

← (or G𝑏𝑏
→). Presented algorithm is

implemented as Fortran program KANTBP 3.0 [16].
This approach can be used in the calculations of quantum transmittance of bar-

riers for composite particles [14, 15], channeling problem [5], quantum well and wire
problems with Hydrogen-like impurities [29, 30], and resonant molecule formation in
waveguides [31].
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УДК 517.958:530.145.6
Алгоритм вычисления волновых функций, матриц
отражения и прохождения многоканальной задачи

рассеяния в адиабатическом представлении методом
конечных элементов

А. А. Гусев
Лаборатория информационных технологий

Объединённый институт ядерных исследований
ул. Жолио-Кюри, д. 6, г. Дубна, Московской обл., Россия, 141980

В адиабатическом представлении многоканальная задача рассеяния для многомер-
ного уравнения Шрёдингера сведена к краевой задаче для системы самосопряжённых
обыкновенных дифференциальных уравнений второго порядка на конечном интерва-
ле с однородными граничными условиями третьего типа в левой и правой граничных
точках в рамках метода Канторовича, используя адиабатический базис поверхностных
функций, зависящих от продольной переменной как от параметра. Для искомых ре-
шений краевой задачи сформулированы однородные условия третьего рода, используя
известные наборы линейно-независимых регулярных и нерегулярных асимптотических
решений в открытых каналах редуцированной многоканальной задачи рассеяния на оси,
в которые входят искомые матрицы амплитуд прохождения и отражения, и набор ли-
нейно независимых регулярных асимптотических решений в закрытых каналах. Пред-
ложен экономичный и устойчивый алгоритм численного расчёта с заданной точностью
матриц отражения и прохождения и соответствующих волновых функций многоканаль-
ной задачи рассеяния для системы самосопряжённых обыкновенных дифференциаль-
ных уравнений второго порядка с матрицами потенциалов и матрицами, содержащими
первые производные, используя аппроксимацию высокого порядка точности методом
конечных элементов (МКЭ). Эффективность предложенного алгоритма продемонстри-
рована решением двумерной квантовой задачи прохождения пары частиц с осцилля-
торным потенциалом взаимодействия через отталкивающие потенциалы кулоновского
типа и задачи рассеяния электрона в кулоновском поле протона и в однородном маг-
нитном поле в рамках методов Канторовича и галёркинского типа, а также анализом
их сходимости.

Ключевые слова: многоканальная задача рассеяния, матрицы амплитуд прохож-
дения и отражения, многомерное уравнение Шрёдингера, адиабатическое представле-
ние, метод Канторовича, краевая задача, система самосопряжённых обыкновенных диф-
ференциальных уравнений второго порядка, метод конечных элементов.




