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Peer-to-peer (P2P) file sharing systems are responsible for a significant part of the Internet
traffic today. File sharing is perhaps the most popular application among P2P applications. In
comparison with traditional Client/Server file distribution, P2P file sharing has some advantages,
namely, scalability, bandwidth and others. In this paper we study the minimum distribution time
for getting the entire file by all of the users in the system, who need this file. This parameter is
closely associated with the mentioned bandwidth. The expression for the minimum distribution
time uses fluid-flow arguments and includes such terms as the file size, the upload rates of the
seeds and the upload and download rates of the leechers. Using numerical examples and the
expression for the minimum distribution time, we show the efficiency of P2P file sharing. We
consider the system behaviour, when there are two types of leechers in the system. These types
differ from each other by their upload bandwidths.

Key words and phrases: peer-to-peer network (P2P), file distribution, minimum distri-
bution time, leecher, seeder, peer, file sharing, fluid-flow arguments

1. Introduction

The classical methods of resource distribution are based on the paradigm Client/Server.
Here a set of servers distributes a file to receiving users. This file could be a software, a
content such as a movie or a TV show, etc. The servers and the servers’ bandwidth can
be bottlenecks in the process of the file distribution, when the file size and the number
of receiving nodes become large.

Peer-to-peer (P2P) file sharing is an alternative to the classical Client/Server file
distribution and allows to amplify the uploading capacity of the receiving users to aid in
the process of the file distribution [1]. We should notice, that a node, participating in P2P
file sharing, is usually called a peer. In particular, as soon as a peer has got any portion of
the file, it can redistribute that portion to any of the other receiving peers. There are lots
of examples of P2P networks today, for instance: Napster [2], Gnutella [3], Freenet [4], etc.
P2P file sharing systems, transferring files via the BitTorrent protocol [5], for instance,
Vuse [6], etc., are widespread. The intrinsic scalability of these protocols enables to
distribute the files of large sizes to several thousand participants. Here the usage of high
bandwidth at the distribution servers is not demanded. A user with an ordinary PC with
a regular connection can apply such a way to distribute large files to an audience, which
size is significantly higher than what is possible with the classical Client/Server approach.

Obviously, P2P file sharing systems have become well known in the Internet today.
But there are a lot of different questions, which demand answers. It is necessary to
explore: how good quantitatively P2P is in the file sharing process. Can P2P be essentially
better than Client/Server distribution? Can P2P scale well when the number of receiving
peers increases and becomes very large? How does the cooperation of the server upload
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bandwidth, the upload bandwidth of a receiving peer, and the download bandwidth of
a receiving peer influence the total distribution time?

Various considerable papers have been dedicated to mathematical models, measurements,
and simulation results for P2P networks, [7-12].

In this paper, we consider fundamental questions of P2P file sharing, which are in
a basis of P2P file sharing. We propose an expression for the minimum achievable file
distribution time. In the expression we use fluid arguments. In the expression we also
use terms of the basic parameters of a P2P file sharing system, precisely, the file size,
the number of servers, the number of receiving peers, and the upload and download
bandwidths of all the peers, who participate. The expression takes place for arbitrary
and heterogeneous upload and download bandwidths. The expression has a closed and
simple form. The problem statement was given in [13]. The mentioned result allows
to address many of the questions posed above.

The rest of the paper is organized as follows. In Section 2 we describe the main problem
and demonstrate the main result of the paper. We discuss the applicability of the result.
In Section 3 we present numerical results for the case of the receiving peers with different
upload bandwidths. In Section 4 there is a conclusion.

2. Main Problem Description

The fundamental problem in P2P file sharing is how to distribute a file to peers in
P2P network. In P2P a file is divided into parts or portions to distribute it. We consider
two sets of peers: seeds and leechers. Any seed has a whole copy of the file and stays
in the system to allow other peers to download from itself. Any leecher needs a copy of
the file. At first leechers have no portions of the file and have to download portions from
the seeds. But as soon as a leecher gets a portion, it begins to upload the portion to
other leechers. So leechers can get portions of the file from any of the seeds and from
other leechers that have portions. A leecher is allowed to leave the system after getting
the whole file. The problem is to minimize the distribution time, i.e. the time, which
is needed to obtain the file by all of the leechers.

We consider the following parameters: P — a set of all peers in P2P network, P = |P| —

a number of all peers; S — a set of seeds, S = |S| — a number of seeds; £L — a set
of leechers, L = |£| — a number of leechers, so we have P = SUL and P = S + L;
F — the size of a file; d; — a download bandwidth of a leecher i; u; — an upload

bandwidth of a peer i.

A peer ¢ can transfer bits at a maximum rate of u; and can download bits at a maximum
rate of d;. We take into account the condition d; > w;, that is usual in the Internet today,
but we can also consider arbitrary upload and download rates. Furthermore,

r;(t) — the rate, at which a leecher i downloads “new” content from seeds and other
leechers combined at time ¢, so R = {r;(t),t > 0,i € L} — a rate profile; T — a
distribution time for a rate profile R; Ty, = min7 — minimum distribution time
achievable over all possible rate profiles.

The rate profile {r;(t),t > 0,7 € L} can achieve Ty,;, for arbitrary values of F, u;, i € P,
and d;, i € L. So we aim to determine the corresponding minimum distribution time Ti,iy.

In fact the model, which is considered in the paper, is a fluid model [14]. Particularly,
we imply that a leecher can replicate and forward a bit as soon as it receives the
bit. This key assumption allows us to derive remarkably explicit expressions for the
minimum distribution time for general, heterogeneous models. This assumption is core
and important. Due to it clear expressions for the minimum distribution time for general,
heterogeneous models are obtained.

As we mentioned, BitTorrent is a very popular protocol for real P2P file sharing systems.
The idea of BitTorrent is to divide the file to be distributed into parts, named chunks.
The size of the chunks is typically 256 KB [8]. In BitTorrent a peer can only forward a
chunk as soon as it has fully got the chunk. So chunk-based models are more realistic than
fluid-based models. For the chunk-based model, closed form expressions for the minimum
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distribution time are only available for very simple cases of peers, who have homogeneous
bandwidths and infinite download bandwidths, and for the case of heterogeneous systems
it is difficult to obtain closed-form expressions for the minimum distribution time. The
explicit expressions for the minimum distribution time 7},;,, demonstrated in the paper
and obtained for the fluid-based model, are lower bounds for more realistic chunk-based
models. We can compare the minimum distribution time Ty, (f) for a fluid-based model
and the minimum distribution time T,y (c) for a chunk-based model. It is possible to
show that for homogeneous systems, the error is about

Tmin(c) - Tmin(f) _ 10g2 L
Tmin(f) N ’

where N is the number of chunks in the file. It turns out this error is negligibly small
for cases of practical interest, even when file sizes are medium. Thus although the
chunk-based model is more realistic than our fluid-based model, the last one leads to
a clear expression for the minimum distribution time for heterogeneous systems. This
expression is a good approximation of the minimum distribution time for the chunk-based
model for homogeneous systems.

We imply, that the bandwidth bottlenecks are in upload and download rates and not
in the basis of Internet. This postulate dominate in Internet today. Further, we do not
take into account the impacts of network congestion and TCP congestion control. Thus,
our expressions for the minimum distribution time 7},;, are really approximations for
real file distribution times. However, the expressions can be used to make useful, relevant
calculations. Further that can be a base for a file-distribution protocol for arbitrary
upload and download rates.

We also make an assumption that each peer in the system takes participation in the
file distribution up until the peer has gained the whole file. This enables to understand
the main aspect: how different system parameters affect the P2P file distribution process.

Further, the following parameters are also considered:

U(A) = Zuia dmin(A) = Izrégll Uq
i€A

for any subset A C P, dpin = dmin(L).

(1)

3. Minimum File Distribution Time

In this section we demonstrate the result for the minimum distribution time Ty, of a
file [13]. We consider all the leechers are equal, but their download and upload bandwidth
can differ. Thus, P2P system is heterogeneous.

Theorem 1. The minimum distribution time for the general heterogeneous P2P file
sharing system is
F
Tmin == N w(P) . (2)
min{dmin, =5, u(S)}

The expression (2) has a rather simple and explicit form. The theorem gives some
distribution scheme for any upload and download parameters and can be used as a
reference point for the distribution time for any P2P file distribution protocol.

We can notice, that we actually choose Ty, from three values. Each value has its
own sense. We have Tyin = F/dmin, because the leecher with the lowest download rate
cannot receive the file faster than F'/dyi,. We also have Ty, = F/u(S), because the
set of seeds cannot distribute fresh bits at a rate faster than u(S), a leecher cannot
obtain the file at a rate faster than u(S). Finally, we have Ty, > LF/u(P), because
the total upload bandwidth of the system is u(P) and because leechers need to obtain
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a total of LF bits. So we have the lower bound for P2P file distribution: T =
max{F/dmin, LF/u(P), F/u(S)}. The theorem finds that the right-hand side of this
inequality is not only a lower bound, but also the exact value of the minimum distribution
time Tiuin.

As we can see, four cases are possible here (the proof of the theorem is based on
these cases):

dpmin < min{u(P)/L,u(S)} and dpm < u(L)/(L —1);

Amin < min{u(P)/L,u(S)} and  duyin = u(L)/(L — 1);

w(P)/L < min{dmin, u(S)};  u(S) < min{dmin, u(P)/L}.
Let s;(t) be the rate at which the seeds send bits to leecher i at time ¢. In each case, a
rate profile has the same general structure, based on the following assumptions. As soon

as each leecher ¢ begins to obtain its bits from the seeds, it replicates the obtained bits to
each of the other L — 1 leechers at some rate less than or equal s;(¢) as shown in Figure 1.

Figure 1. The scheme of P2P file distribution

Thus, for each case, the distribution scheme consists of L application-level multicast
trees. Each tree has a root in the seed, passes through one of the leechers, and ends
at each of the L — 1 other leechers.

Now we consider three examples to show the significance and the usefulness of the
presented theorem. In each example, it is necessary to distribute a file of size F = 1.25
GB and to calculate Ti,i, according to the expression (2). There are one seed (S = 1) and
ten leechers (L = 10) in P2P network. The seed’s upload bandwidth wug is usually higher
than leecher’s upload bandwidth. We distinguish two types of leechers: ordinary leechers
and super leechers. The number of ordinary leechers is denoted as Lo.q and the number
of super leechers is denoted as Lyy,. A super leecher has the same upload bandwidth u
as a seed, and an ordinary leecher’s upload bandwidth u;_ is lower.

ord

Example 1. Each leecher has download bandwidth d = 2000 Kbps. Each ordinary
leecher has upload bandwidth w;,., = 200 Kbps. If we change the number of the ordinary
leechers Lo.q from 1 to 10, the value of the minimum distribution time T},;, increases.

In Figure 2 we present the dynamics of T},;, at three values of a seed’s upload bandwidth:
us = 1000 Kbps, us = 1500 Kbps, us; = 2000 Kbps.

We can see, the higher u, the less time is necessary to distribute the file.

Example 2. Here again the download bandwidth of an each leecher is d = 2000 Kbps.
A seed’s upload bandwidth is a constant us = 1500 Kbps.

Now we present in Figure 3 the same function, but now we change leecher’s upload
bandwidth, we have v;_ ., = 200 Kbps, v, ., = 600 Kbps, v;,,, = 1000 Kbps.

Here we can observe similar effect: the higher u;_ , the less time is necessary to distribute
the file.
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Figure 2. Twin = Tmin(Lord), us = const

Figure 3. Tiin = Tmin(Lord), Ui,,4 = const

Example 3. In this example each ordinary leecher has constant upload bandwidth
uy,., = 600 Kbps, and a seed has constant upload bandwidth us = 2000 Kbps. Again we
draw the plot for function 7Ty,;,, depending on a number of ordinary leechers L,,q. The
parameter of leecher’s download bandwidth is changed: d = 600 Kbps, d = 1600 Kbps,
d = 2600 Kbps. The plot is presented in Figure 4.

Here T},in = 4.63 hours is a constant at low download bandwidth d = 600 Kbps. In
other cases of d first the values of Ti,;, vary, then from the number of ordinary leechers 5
they coincide and increase.

The presented examples allow to conclude that our calculations for fluid-based model
is rather good for a description of a real P2P file distribution process in the Internet.

The study of the implications of theorem are made in [13]. In (1) we present the
fractional error between a chunk-based model and a fluid-based model. This error is
obtained for the minimum distribution time T},;, for a homogeneous system with peers
having infinite download capacity. It turns out, that for file size of 350 MB or more,
the percentage error between Tnin(f) and Tin(c) is less than 1%, even when there are
10,000 leechers in the network.

We can conclude from (1) that, for homogeneous systems, the error can be surely
neglected if N > log, L. This condition is also easily satisfied for typical file sizes of the
order of several GB. We suppose this is true for heterogeneous systems as well.
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Figure 4. Twin = Tmin(Lord), d = const

The fluid-based model is very accurate, even though the fluid-based model is not
as realistic as the chunk-based model. The fluid-based model has the advantage of
providing a simple, explicit expression for the minimum distribution time for general,
heterogeneous systems.

4. Conclusion

Today P2P file sharing is an important application in the Internet. The determination
of a minimum achievable time for distribution of a file to all leechers is a fundamental
problem in P2P file sharing network. Distribution of a file to all leechers means, that all
equal small pieces of the file, named chunks, are obtained by all leechers. The mentioned
fundamental problem becomes a complex optimal scheduling problem, when we consider
a model in which discrete chunks are kept and forwarded at the peers.

In this paper we consider a version of a fluid-based model for the problem of the
determination of the minimum achievable distribution time. We get an explicit expression
for this fundamental problem, using this fluid-based model. The result is simple, useful.
On the basis of the expression we construct three numerical examples, demonstrating
the behaviour of the minimum distribution time depending on the number of super
leechers with the high upload bandwidth and ordinary leechers with the ordinary upload
bandwidth.

As it was expected, with the growing number of ordinary leechers, the total bandwidth
available on the network for distribution is reduced, which leads to the increase of the
value of the minimum distribution time Ti,;,. As we can see from the plot in Figure 2,
this time depends on the upload bandwidth u,, and for super leechers with us = 2 Mbps
the minimum distribution time 7T,,;, is minimal.

From the plot in Figure 3 we can see the minimum distribution time Ty,;, also depends
on the upload bandwidth u;_,, and for ordinary leechers with u; _, = 1 Mbps the minimum
distribution time Ty, is minimal. Finally, from the plot in Figure 4 we see the minimum
distribution time Ti,;, depends on the download bandwidth d, and for leechers with
d = 2.6 Mbps the minimum distribution time T},;, is minimal. Note that, the values of
Tiin are the same for d = 1.6 Mbps and d = 2.6 Mbps starting with the value Loq = 5.

The obtained expression is rather close to the similar result for a more realistic chunk-
based model in the case of homogeneous system. The result of this paper has a very
high accuracy. The given fractional error demonstrates this fact. It turns out, that the
discussed fluid-based model is a rather good approximation to a real network.

The results of the paper can be developed in different directions. One direction is to
compare the minimum distribution time in the fluid-based model with the minimum
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distribution time in the chunk-based model for heterogeneous systems. Another direction
is a determination of the minimum distribution time for networks which limit the number
of simultaneous connections between participating peers.
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Ananmn3 BpeMeHU paclipocTpaHenust aitia
[Jisi ONHOPAHT'OBOW ceTu

E. B. Bo6pukosa, FO. B. Tlaiinamaka
Kagedpa npurradnoti ungpopmamuru u meopuu eepoamuocmer

Poccutickuti yrusepcumem 0Opysrchvl Hapodos
ya. Muxayxo-Maxaas, 0. 6, Mockea, Poccus, 117198

ITepemata maHHBIX O OJTHOPAHTOBBIM CeTaAM Wau P2P-ceTsaM 3aHMMAeT 3HAYUTENHHYIO JTOJTIO
Tpaduka B coBpemennoit cetu nreprer. HanbosbImeit monmyaspHOCTHIO MOMB3yeTcst 0OMeH daii-
samu 110 P2P-cersim. O6men draitmamu o P2P-cetn obagaer pssjoM IpermMynecTB TaKUMA, Kax,
HAIIPUMED, XOPOIasi MaCIITaOUPYEeMOCTh, BBICOKasl MPOIYCKHAs CIIOCOOHOCTD, MO CPABHEHUIO
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¢ TpagunuoHHbIM noaxonoM Kiment/Cepsep K nepenade aiisios. lannas pabora mocssie-
Ha M3YYEHWIO MUHUMAaJILHOIO BPEMEHU pacupocTpaHenusi daitia. Pedb uaér o MUHUMAIBHOM
BPEMEHU, KOTOpOe HEOOXOIUMO 3aTPATUTD JJId MOJIydeHus 1ejioro dailjia BCeMHU MOJIb30BaTe-
JISIMA CETH, KOTOPBIM HEOOXOIUM 3TOT (Paiij. DTOT IMapaMeTp UMEET MPsIMOe OTHOIIEHHUE K yIKe
YIOMSIHYTO# TIPOITYCKHOM CITOCOOHOCTU ceTu. [Ijisi ToJTydeHusi BhIPaXKeHUs JIjIsi MUHUMAJIBHOTO
BPEMEHU pacupocTpanenus daiiyia UCIOIb3yeTCs TaK Ha3bIlBaeMas XKUJIKOCTHasS Monesnb P2P-ceru.
Bripaxkenne omepupyer TaKUMHU MOHSITHUSIMU, KakK pasmep ¢ailjia, CKOPOCTh HepPeJadn CUJIOB,
CKOPOCTD TIE€PE/IaYN U CKOPOCTh 3arpy3ku JimdepoB. C MCIO/Ib30BAaHUEM YHMCIEHHBIX ITPUMEPOB
JJTsT MUHUMAJIBHOTO BPEMEHH paclpocTpaHeHus (aitja mokazana 3(pOEeKTUBHOCTL MTPUMEHEHU ST
JKUJIKOCTHOM MOJIesIn JjTst onmcanus (aitsiooomena mo P2P. PaccmarpuBaercs: moBesenue cu-
CTEMBI B CJIydae, KOT/Ia B CETH UMEIOTCS JIMYEPHI JIBYX TUIOB, KOTOPbIE OTJIUYAIOTCS JIPYT OT
IpyTra CKOPOCTHIO IE€PEIadn JTAHHBIX.

KiiroueBble cjioBa: OJHOPAHIOBAs CEThb, *KMIKOCTHAs MOJIEJb, JIAYEp, CHJ, IIUpP, BPEeMs
3arpys3ku daiina
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